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Abstract

Understanding the physical processes sculpting the appearance of young gas-giant planets is complicated by
degeneracies confounding effective temperature, surface gravity, cloudiness, and chemistry. To enable more
detailed studies, spectroscopic observations covering a wide range of wavelengths are required. Here we present
the rst L-band spectroscopic observations of HR 8799 d and e andstiew-resolution wide-bandwidth L-band
spectroscopic measurements of HR 8799 ¢c. These measurements were facilitated by an upgraded/ LMIRCam
ALES instrument at the Large Binocular Telescope, together with a new apodizing phase plate coronagraph. Our
data are generally consistent with previous photometric observations covering similar wavelengths, yet there exists
some tension with narrowband photometry for HR 8799 c. With the addition of our spectra, each of the three
innermost observed planets in the HR 8799 system has had its spectral energy distribution measured with integral
eld spectroscopy coveringd.94.1 m. We combine these spectra with measurements from the literature and
synthetic model atmospheres. We demonstrate that the bolometric luminosity of the planets is not sensitive to the
choice of model atmosphere used to interpolate between measurements and extrapolate beyond them. Combining
luminosity with age and mass constraints, we show that the predictions of evolutionary models are narrowly
peaked for effective temperature, surface gravity, and planetary radius. By holding these parameters at their
predicted values, we show that moexible cloud models can provide goots$ to the data while being consistent
with the expectations of evolutionary models.

Uni ed Astronomy Thesaurus concefiigsoplanet detection metho@89); Exoplanet evolutioi491); Exoplanet
atmosphere§i87)

1. Introduction dwarfs with similar effective teperatures. Model atmospheits
to the HR 8799 planets, and to other young, directly imaged

More than a decade of direct imaging photometric and lanetary mass companions, match these measurements reason-

spectroscopic probes of gas-giant exoplanets have provided ag'bly well (Patience et al201Q but with scaling factors that
important understanding of the physical processes sculptinq

. T mplied planet radii(<1R,,) that are much too small to be
their atmospheres. The HR 8799 system, which includes fourensistent with our understanding of gas-giant planetary structure.
giant planets(Marois et al.2010, is by far the most well

: ) ' - al Atmospheric modelers and brown dwarf observers quickly
studied system for direct imaging. In addition to the appeal of gided our understanding of some of these observations by
comparing the appearance of multiple coeval planets, HR 879%ointing out that atmospheres, especially substellar atmo-
is also observable from both hemispheres, includes a brighkpheres, are not single-parameter systems described only by
host star required for high-performance adaptive officy) effective temperature. Surface gravity, particularly for young
systems, and the planets are observed with projected separ@ianets that have low mass and extended radii, is an essential
tions and contrasts amenable for modern AO instruments at theonsideration for a proper interpretation of the détee
world's largest telescopes. In fact, the outermost planet fallsStephens et aR009 Barman et al2011 Marley et al.2012).
outside the narroweld of view of many of the latest high- Low-gravity atmospheres can loft clouds above their photo-

angular-resolution instruments. spheres at lower temperatutban higher-gravity object®ar-
Early studies identied that the HR 8799 planets occupied a man et al.2011 Marley et al.2012. Additionally, low-gravity
rare ed locus of near-IR colemagnitude diagraméMarois atmospheres are more susceptible to vigorous mixing that can

et al. 2008, being redder arar fainter than typical brown alter the balance of chemical species in the photosphere, including
the relative abundance of methane and carbon monghideny

& Burrows 2007).
Even so, model ts to data are plagued by degeneracies
Original content from this work may be used under the terms between t(lamperatulre,dgrawty, CIQUdme.SS’l an.d Chimmg
BY of the Creative Commons Attribution 4.0 licendeny further Currieeta 201‘9' Clou structl_Jre n partl_cu aris con Ou,n Ing
distribution of this work must maintain attribution to the augg)and the title because of the complex physics governing the formdéod
of the work, journal citation and DOI. dissipation of clouds and because of the number of parameters

8 The rst two authors contributed equally to this article.
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needed to describe them, including their thickness, coveragend luminosity, and results in priors fB, l0g(g), and radius
(patchy’homogeneoys particle size distribution, and compo- that can be directly tied to spécievolutionary models.
sition, among others. For the HR 8799 planets in particular, For the HR 8799 planets, we point out that the luminosity of
either models with homogeneous cloud coverage and smalkeach, with such broad spectroscopic coverage, is tightly
grain size(e.g., Konopacky et ak013 Bonnefoy et al2016 constrained-depending little on the choice of well-scaled
Greenbaum et aR018 or patchy cloud modelé.g., Currie atmospheric model used to interpolate between observations
et al.2011, 2014 Skemer et al2014 can provide reasonable and extrapolate beyond them. We use this luminosity, together
fits to the data. with constraints on system age and planet masses, to show that
Detailed narrowband spectroscopic observations can enablghe predictions of hot-start luminosity models are narrowly
studies to characterize certain aspects of planetary atmospheresfig@aked in effective temperature, surface gravity, and radius.
ways that do not seem to depend on the details of cloud structuré/Ve follow the example of Brock et a2021) and rerun oufits,
such as O ratio (Konopacky et al2013 Barman et al2015 fixing effective temperature, surface gravity, and radius, and
Molliere et al.202Q Wang et al.2020. Photometric studies ~ Using moreflexible atmospheric models to explore what can be
constraining a large portion of the planetary spectral energynferred about gloud structure assuming gas-giant e_volut|0nary
distribution (SED) can be successful in breaking model models are reliable. Finally, in Sectiénwe summarize our
degeneracies to constrain planet composit®kemer et al.  results and comment on future applications of both the
2016. Notably, Wang et ak2020 find that their free retrieval  technology demonstrated and the analysis performed particu-
with - and M-band data yields solutions that are closer to larly toward Gaia-detected companions.
physically and chemically motivated models compared to
excluding this wavelength range, and remark that this data helps 2. Observations and Data Reduction

constrain the abundances and cloud condition. The Arizona
We observed HR 8799 on 2019 September 18 for 1 hr 53

Lenslets for Exoplanet Spectroscop§LES, Skemer et al. . _ : ;
2015 20184 instrument was built to increase the wavelength Minutes with the upgraded LBAALES instrumentHinz et al.
2018 Skemer et al2018a. ALES is an adaptive optics-fed

coverage of high-contrast spectroscopic observations to improve ! >
our ungerstanging of gas—gie:mt atmosppheres. P Integralfield spectrograph with sensitivity out tqu (Skemer

In this paper, we present thgst L-band spectroscopy of et al. 2015 20183 and is used as a mode of the LMIRCam

HR 8799 d and e. For HR 8799 ¢ some previous spectroscopié'}staumfm(Skg’.tSkieIet "’_‘Ilzlom Leis?r][rinfg et aI%Ola, ﬁ)ﬁrt ;
observations exist at these wavelengths, including the earI)P € Large sinocular Telescope Interierometer architecture

work of Janson et al(2010 that presents three spectral (Hinzr eiti algzofl@\/‘i V\\//ve ufsedz:nge rzain n?gdemfi):hALES Witth?
channels covering a small range of the atmospheric Window,fgggueﬂoﬁ ofoN35e soar;liﬁ &e az_g, 2e m rarfI espe_lf:hréa
and the high-resolution work presented by Wang gPall 8. » SP 9 A ge.

d detector integration time was set to 3.934 s andfitise and
We present thérst broadband low-resolution spectroscopy of
HR 8799 ¢ in the L band. last 0.492 s read of each ramp was saved to enable the

After describing our observations and data reduction approache’rlrj]gtrc""g:giggrf]gs&gféogt;eljgtxﬁ(hszggilgtegedt\?vlé?elg ;ﬁan%lg]g
in Section2, we compare our measurements to those from theWe acquired 1300 frames on—targetgfor a total of 1 Hr 24

literature In Sectior2.6, finding general ag.fee”?em with earl!er minutes. The LBTI architecture does not include an instrument
photometric measurements, althou_gh we |den_t|_fy some tension &l oiator and our images include a tdi@ld rotation of 8564
LNB5 and LNB6 for HR 8799 c. With the addition of our data, through meridian crossing.

each of the three innermost directly imaged planets in the "o 5psaryations were conducted as part of early character-

HR 8799 system has had its emission spectrum measured witly (o efforts using a new apodizing phase plate upstream of
low-resolution integralfield spectrographIFS) spectroscopy  {he |FS within LMIRCam. The double-grating 360ector

spanning~0.9-4.1um. In Section3 we compile data from the apodizing phase platédgvAPP360, Doelman et aR02Q
literature for each planet and describe a mitlielg approach to Wagner et al2020 suppresses the stellar diffraction halo by
match spectra from two families of synthetic atmosphere modelsyytiple orders of magnitude over the full®um bandwidth.

and blackbodies. The results of ofitting are presented in  The dgvAPP360 is different from the more commonly used
Section 3.3 Our initial fitting approach did not impose any grating, VAPP(Snik et al.2012 Otten et al.2017 Doelman
restrictions on planet radius or other bulk quantities. We showet gJ. 2021), which creates two images of the star, each with
that the BarmafBrock family of modelgBarman et al201%; D-shaped dark zones on opposite sides. The additional grating
Brock et al.202]) are capable of providing reasonafite to the in the dgvAPP360 diffracts the light back on-axis, such that the
dat(_':_\ as vv_eII as reasonable planet_ radii in some cases, but that thgo apodized images overlap, resulting in a single image of the
radii required for the DRIFIPhoenix modelgWitte et al.2011) star. Furthermore, the phase design of the dgvAPP360 creates a
were not consistent with expectations based on evolutionarntark zone in a full annulu&overing 360) surrounding the
models of gas-giant structure. As expected, the blackbodystar. The resulting point-spread functi®sh is much smaller
models provided neither a good approximation to the data northan with the gvAPP and is consequently better suited for the
reasonable radii. smallfield of view of an IFS.

Many previous studies have appealed to evolutionary models As a pupil plane optic, the dgvAPP360 is particularly well
to constrain their atmospheric modeling effqetsy., Barman  suited for ALES, because careful alignment of the IFS
et al.2011 Marley et al.2012 Konopacky et al2013 Rajan magnfiers with a focal plane spot is not necessary. Since the
et al. 2017 Brock et al.202]). In Section4 we develop a  dgvAPP360 response is fifit invariant, drifts in the PSF
Monte Carlo approach to generating quantitative priors forlocation during observing do not result in a loss of
atmospheric modetfitting. This approach incorporates the performance, i.e., dark zone contrast. Additionally, the location
details of constraints on system parameters such as age, mass,the star is known in every frame. This is ideal because with
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our short thermal-IR exposure times we are able to increase 2.2. Spectral Cube Extraction
contrast with postprocessing shift-and-add techniques.

In order to increase on-sourceiekncy we chose not to
periodically nod to a sky position to track variable background
emission. Instead, we collected a total of 99 background
frames, where thérst 13 were taken after 100 science frames

anﬁl_ thed Ot?et? 8? crill_rtecrtly t?ﬂ%r tl?er Scrlfjniﬁte Sre%UﬁHCfeé‘?)\ol/\/%u”t the spatial prile for each microspectrum assuming a
achieved a ratio ot on-target to backgrou egration o ?constant prfile with wavelength and median-combining along

However, tﬁs dfsg'bid In SdecttldrB, r?ur or||91|nalhplq?h_for hthe wavelength direction. To mitigate crosstalk we enforced a
removing the Sky background at each wavelengtn within €achgg, o, pixel wide window, which accommodates the FWHM
cube was complicated as a result of an instrument-related issu

- . . for spectra near the center of tield of view, but crops more
requiring a more spphlstlcated data. reduction approach tha.“ﬁght for some aberrated spectra near the edge ofidlek of
envisioned at the time our observations were designed. Thi

) . . iew. For each of the microspectra we also masked out the right
issue is the movement of the stellar PSF and associate P 9

h it h | back d ide of the spatial pfde for the bluest wavelengths of the
structures with respect to nonunitorm thermal background.  ¢nocym where the risk of contaminati@pectral crosstalk
Wavelength calibration of our spectral cubes was achieve

ightest t of th ighbori i i
by observing through four narrowband ~ 100) filters, The rom the brightest red part of the neighboring microspectrum is

. highest.
gllt_eég ospﬁﬁ:gnwi?hii%ﬁilﬁ%agea% Er%agebds;?/zt(;esaergu%fn:g?ly A quadratic wavelength solution, mapping pixel position to
el wavelength, wagit to each spectrum using the peak pixel for
(Stone et al2018. Thermal emission from the skills the g P 9 b P

; : . each narrowband wavelengtiiter image and the corresp-
ALES field of view and providefiducial wavelength spots at onding wavelength from a cryogentiter trace. Since the

every position. Images were saved with 3.934 s exposures. Fo{5riqus microspectra are not sampled in exactly the same way
the two shorter wavelengfiiters we saved 25 frames each. For by the pixels of LMIRCam, in order to produce a spectral cube

the two longer wavelengtfiters we saved 10 frames each. We it constant wavelength at each slice, cubic interpolation was
saved 200 dark frames with the same exposure time. used on each spectrum to extract the same wavelengths at each
position.
The new ALES lenslet array has lower-amplitude optical
2.1. Raw Frame Preprocessing aberrations than the previous array, but the spot produced by
Prior to making cubes, each of our ALES frames was €ach lenslet is affected by a residual astigmatism whose axis

preprocessed to correct for reset noise, variable channel offset§otates as a function of position in the array. This creates a

hot pixels, and @ixed light leak from within the instrument that  varying spatial prle and a varying spectral resolution that

causes off-axis light to pass through the lenslet arrayfiind ~Poth contribute to a varying throughput as a function of

some of the pixels between the on-sky spectral traces. ThioSition and wavelength. A lenslélat was generated to

light leak can bias the measured position of the wavelengthduantify this throughput by extracting a cube of the median sky

calibration spots and result in an inaccurate estimate of some dfh@ge and normalizing each wavelength slice. Tlaisis then

the spectral spatial plites, signiicantly affecting the quality of ~ US€d to correct each of the science cubes. L

our spectral cubes. As afinal step, we binned the data per four frames in time by
For each image we subtracted tirst read from the last.  @veraging, reducing the number of cubes from 1300 to 325.

This removes the reset noise and most of the channel offsets

seen in the raw images. Residual channel offsets were then ) )

removed using a median of the«%4 lower overscan pixels in 2.3. High-contrast Image Processing

each channel. We noticed that the 127th and 128th columns As mentioned before, our original plan for removing the sky
(and the corresponding columns every 128 pjxélhaved  background at each wavelength within each cube is compli-
differently than the other columns within their channels, so we cated by the issue of movement of the stellar PSF with respect
treated these individually, subtracting only the median of to a nonuniform thermal background. The thermal background
the lower four overscan pixels in the same column. In the has spatial structures, of which the total intensity varies in time,
orthogonal direction, eight overscan pixels in each row areyet the relative intensities of the structures are constant. During
median-combined and the resulting 2048 pixel column is thenthe observation sequence the PSF moves with respect to these
smoothed with a Savitzkgolay filter using a window length  background structures in a u-shape. This u-shape$mas

of 31 and polynomial order of 3. The resulting smoothed (=1 spaxel in the x-direction and~70 mas in the-direction,
overscan column is then removed from each column in thewhile the frame-to-frame jitter is4 mas. A known source of
image. PSF movement in ALES is the lenslet array, which moves due

To correct for the light leak, an empirical model of the leak to flexure of the instrument with telescope pointing. The
was subtracted from each frame. To build this modelfirge movement of the PSF on the detector is correlated with
median-combined the narrowbafilder wavelength calibration  elevation, suggesting théexing is indeed a contributor. A
images for each of the fotiitters. The resulting medians were possible second contributor is the atmospheric dispersion
then median-combined. This approach removes the narrowseparating the visible star, which remaithed by the AO,
spots, leaving behind only the light leak signal. and the thermal-IR star, which will move in ti@irection.

Bad pixels in each processed frame were replaced using the The total PSF motion with respect to the thermal background
median of the four nearest good pixels. Bad pixels were structures complicates the data reduction. This decoupled
identified as overly hot in dark frames &iod overly cold inflat motion is dificult for standard angular differential imaging
illuminated frames. (Marois et al.2006 processing approaches that center on the

We extractedyx, y, A) data cubes using an inverse variance
and spatial priile weighted extraction approach on each of the
63 x 67 microspectra across the ALHRId (Horne 1986
Briesemeister et a2018). To build extraction weights we used
the 99 sky images to flae the spatial pfde and variance. We
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Figure 1. Flowchart of the data reduction method.

star and results in non-optimal removal of the thermal self-subtraction. We note that the change in the parallactic
background. As we chose not to frequently nod to sky we angle with time during the observations is relatively constant,
have a limited number of background frames. Using only thesewith changes of 24 30°, and 24 in three windows of 30
99 frames will give background-subtracted science frames thaminutes. We perform principal component analyBi€A) on
are limited by photon noise related to the thermal backgroundthe time-separated frames and take the mostfisigni 10
The solution is to use science images to calculate the thermatomponents for our analysis. We optimally subtract these
background, of which there are 1300 before binning. Extractingcomponents, such that the residuals in the frame are dominated
a model of the thermal background from the science image isby the photon noise of the star and background. This method of
not straightforward. In addition to the thermal background, the background subtraction results in cubes with a subtracted star
science frames also contain the stellar and planetary PSFsand background, where the background is calculated from the
Because the planets move across the detector with thescience frames themselves. Now, we can check whether this
parallactic angle, we can mask their predicted locations andnethod indeed reduces the background noise compared to
generate an estimate of the background. The star constitutes imply using 10 PCA components of the 99 background
larger problem, because possible quasi-static speckles or ghostsames. By subtracting 10 PCA components from the raw data
will contaminate the estimated background. In addition, thefor both methods, we compare the standard deviation of the
background on the stellar PSF location is inaccessible, whichresiduals after masking the star. Between 2.9 angm,2ve
makes accurate stellar photometry impossible. obtain a reduction of 10% in the standard deviation of the
We introduce a combined method where we model the staresiduals using the background estimate from the on-source
and background separately and subtract them from all frame$rames compared to the background model derived from the
for each wavelength. Alowchart of the method is shown in off-source frames. Therefore, we use the background estimate
Figure 1. We start by subtracting the 99 background frames from the science data for all further data reduction.
from the science data to create a stellar PSF model. The We inspect the star- and background-subtracted frames for
additional background noise from the subtraction is muchresidual structure by averaging them in time and wavelength.
lower than the local stellar photon noise. Therefore, an accurat& he residuals are not well described by purely Gaussian noise,
model of the stellar PSF can be extracted by centering andut contain structures that are column- and row-fpeand
coadding the background-subtracted frames. The combinedary in time; see Figur8. The structures are fair{fl-10
images revealed additional structures that are comoving withcounts and originate from the way in which the ALES
the star on the detector. These are an optical ghost arising frormicrospectra intersect the different channels of the LMIRCam
the L-bandfilter and electrical ghosts caused by interchannel detector. These discontinuities are characterizedfittiyg
capacitive coupling on the deteci&inger et al2008. They polynomials of the third order to each row and column, which
are shown in Figure, in addition to our method to extract are shown in Figure3. A third-order polynomial is of
these features for the stellar model. We create a mask thagufficiently low order over the 65 pixels that it is minimally
surrounds these features for every wavelength bin and onlyaffected by planet signal, but to be sure we mask the star with
keep the signal that is more tharr Zompared to the an 18 pixel circular mask and the planets with a 5 pixel circular
background outside of the mask. Removing the stellar PSFmask and remove those pixels from tig. Using a
from the science data using this PSF model is now KolmogorowSmirnov test we verify that both the before and
straightforward. Wefit a decentered PSF model to back- after distributions are non-Gaussian; howeverfing that the
ground-subtracted data frames for each wavelength, retrievingverage of the noise distribution is now consistent with zero
the stellar PSF intensity and the science frames without theand the standard deviation of a background region is reduced
stellar PSF. by 10%. We note that the polynomial backgrotihtias a large
After masking the planets, we can model the backgroundnumber of variables for the full image, but we found it to be the
from the star-subtracted science frames. For every frame wenly method that captured the behavior of this phenomenon.
select the frames separated in time by 30 minutes to minimizeCombined with the stellar PSF removal and the background
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Figure 2. Left: background-subtracted PSF at 3.8 using 10 PCA
components of the 99 background frames. Residual structures indicate the
presence of a ghost, some speckles, and a horizontal periodic structure. _g5
Right: same as left, but clipped at Bside the area of a mask, indicated by the

white lines in the left-hand image.

counts
10 -1.0

5 -1.0 -0.5 0.0 0.5 1.0

0 x["]

5 Figure 4. LMIRCam/ALES image of HR8799c, d, and e using the
dgvAPP360 coronagraph. Thieal image is the combination of the individual

-10 wavelength slices between 3.55 and 4ufrb North is up, east is left.

10

5 2.4. Final Sensitivity

0 HR 8799¢, d, and e are detected with high signal-to-noise

ratio using the combination of ALES with the dgvAPP360. At
the location of HR 8799 e there are some residuals from speckles,
-10 yet the residuals at the locations of HR8799c¢ and d are
10 dominated by the thermal background. HR 8799 b is outside the
5 field of view of ALES. To estimate our sensitivity we create a
crude contrast curve using our data. We focus on the
wavelengths where the throughput of the dgvAPP360 is highest,
-5 combining images between 3.5 and 4. The wavelength-
10 binned image is shown in Figude where all three planets are
. clearly visible. At each radius, a ring of subapertures is created,
WXL Distribution L irence each with diameter of 1\/D, avoiding the planets when
0.06 necessary. Flux within each subaperture is summed and the
standard deviation dfuxes at each radius is taken as the noise.
Contrast is determined by performing similar aperture photo-
0.02 metry on the primary star. The resulting contrast curve, not
P Y £ — & R corrected for varying sample size with radius, is shown in
710 0 -0 o0t 710 0t Figure 5, and quickly reaches a noisieor beyond the inner
working angle. HR 8799 ¢, d, and e are detected with signal-to-
noise ratios of 29, 25, and 19 respectively.

0.04

Figure 3. Removal of row and column discontinuities fifing a third-order
polynomial to every row and column.

2.5. E j
removal, the row and columfits remove most structures Spectral Extraction

present in the data in a way that minimizes self-subtraction of To extract contrast spectra for each planet from the data, we
planets. inject negative planet signals at the locations of the HR 8799
We center and derotate the background- and star-subtracteplanets in each frame. The injected planets are scaled copies of
cubes and median-stack them along the time axis to create the stellar PSF at each wavelength. This is a unique strength of
single master image cube. Tfieal cube is put through a high- the dgvAPP360: we have an unsaturated stellar PSF that acts as
passfilter where we remove global structures on the back- a reference PSF for the planets for every science exposure. The
ground by subtracting a Gaussian-smoothed frame for eaclplanet-subtracted cubes are reduced using the same method
wavelength in thefinal cube. The Gaussian has a standard described above and in Figule For each planet and each
deviation of 5 pixel{FWHM = 11.8 pixel3 and we mask the  wavelength bin we optimize the planet location and amplitude
locations of the HR 8799 planets and the star with NaN values.by evaluating the Hessian at the planet location in a circular
These NaN values were interpolated over using Astropy.aperture with a diameter of 7 pixels. The Hessian is a measure
convolve (Astropy Collaboration et alR013 to retrieve an of the curvature of the image surface, which is minimal when
estimate of global structures in the background inside the maskthe planet is completely remove(tolker et al. 2019.
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metallicity of 0.5, =0, and a multiplicative dilution factor of
6.416 x 107'°. We smoothed this BT-Settl model to the
resolution of ALES and sampled it at the same wavelengths as
our final cube. We then multiply this calibrated, smoothed, and
sampled spectrum of the star by the contrast spectra of the
planets to yieldlux-calibrated spectra of HR 8799¢, d, and e.
The retrieved spectra can be found in Apperilix

10—3 1

10—4 4

2.6. Comparison to Other Measurements in the Band

Figure 6 compares our ALES measurements with previous
thermal-IR measurements in the literature for HR 8799 c, d, and
e. To quantitatively compare our ALES measurements to
literature measurements with wider bandwidths than our spectral
channels, we calculate synthetic photometry using our ALES

10-6 _ ilwA3.9um . . . spectra and cryogenifilter traces provided by the Spanish

200 400 600 800 1000 Virtual Observatory(Rodrigo et al.2012 Rodrigo & Solano
Separation [mas] 2020. Since the NIRC2L' band extends into the VvAPP
Figure 5. Contrast as a function of separation using LMIRZARES with the absorptlon band where we do not have _ALES measurements, we
dgvAPP360. The background limit is quickly reached outside the inner interpolate through the vAPP absorption band to theu3.1
working angle of the coronagraph. synthetic photometry point. This is a reasonable interpolation
because Skemer et €014 observed no sigficant absorption
through these wavelengths. We cannot synthesize a photometric
Additionally, we find that the distribution of the retrieved Measurement for the Bnarrowbandilter photometry presented
locations has a standard deviation of 0.4 pixels for HR 8799 cby Currie et al.(2014, or for the LNB1 and LNB2filters
and d, and 0.6 pixels in HR 8799 e. The resulting loss fora  Presented by Skemer et €014 because thesiters all have
PSF that is masked with a circular aperture of 7 pixels with aharrower bandwidths than the ALES spectral channels.
shift of 0.6 pixels is around 8%. This is smaller than the error We use a Monte Carlo approach to propagate correlated
bars on the retrievefiux calculated from bootstrapping. uncertainty in the ALES measunents to the synthetic photo-

To generate error bars for the retrieved contrast spectra wéhetry. First, the spectrum of each planet is modeled as a
apply bootstrapping to the data reduction method, selecting 32gnultidimensional Gausgan dlstr_lbut|on W|t_h means determined by
frames(with replacementat random from the data 50 times in OUr spectra and covariance estimated using the method of Greco
total. For the purposes of the bootstrap,fthges of the planets & Brandt(2016. Next, photometry is measured for each of 100
for each wavelength are retrieved using aperture photometrydraws from these distributions and the uncertainty taken as the
rather than fake planet injection, because the data reductiogtandard deviation of the measurements. Thlis the results.
method is computationally expensive. Assuming that the self- Our flux scaling and photometry for the system are
subtraction is similar for all iterations, the distribution of consistent with photometry presented by Currie ef24l14),
retrieved amplitudes should be a good approximation of thethe ALESL’ measurements appearing a bit low for planet c, a
distribution with negative planet injection. The standard Pit high for planet d, and nearly the same for planet e. For
deviation of measurefluxes at each wavelength is the 1  Planets ¢ and d, we can also compare to the LMIRCam-LNB5
error due to random noise. Bootstrapping cannot be used t&nd LNB6 measurements from Skemer etz114. For planet
estimate systematic or persistent issues with the data. Thé there exists some tension, with the ALES measurements
scatter seen in the spectrum of HR 8799 e may indicate that théainter by 2.35 and 1.95 for LNB5 and LNBG, respectively.
data are ifiuenced by residual speckle noise, especially towardor planet d, the ALES measurements seem consistent with the

Normalized flux

10—5 4

shorter wavelengths. previous results.
ALES made no sigfiicant detection of any planet between
3.35 and 3.%m due to the absorption of the dgvAPP360 3. Atmospheric Model Fitting

coronagraphisee AppendiXA for spectral characterization of
the dgvAPP36pD We bin the data between 2.99 and 3.t7
and 3.17 and 3.3bm to retrieve two photometric points for In combination with these ALES spectra, low-resolution
wavelengths short of the dgvAPP360 absorption feature. Forintegralfield spectroscopy has measured the z-, J-, H-, K-, and
this purpose, the negative planet is injected for all wavelengthL-band emission from HR8799c, d, and e. \We model
slices separately with a constant spectral slope, anérihle atmosphere spectra to these data, and, when available, we
evaluation of the Hessian is performed on the median-include photometric measurements between and beyond the
combined images. Bootstrapping is appliedfital the error bands covered by spectroscopy. For all the planets, measure-
on these measurements as well. ments with a signal-to-noise ratio less than unity were clipped,
We performflux calibration of the planet contrast spectra by and covariance matrices for IFS data were generated following
multiplying by a calibrated spectrum of the primary star. We the approach outlined by Greco & Brar@d016. We assumed
used the SED analyzer VOSBayo et al2008 to fit a BT-Settl that the sigrficant binning required to produce the ALES
model to the SED of the host star including data from Tycho2, synthetic photometry point decoupled that point from the rest
the Two Micron All Sky Survey, and the Wideld Infrared of the ALES spectra.
Survey Explorer(Hgg et al.200Q Cutri et al. 2003 2012. Below we bri¢ly summarize the data compilations for each
We retrieved a temperature of 7200 K, (fjogm s?H=4, a planet.

3.1. Compiling Low-resolution Data
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Figure 6. Spectra recovered with negative planet injection for HR 8799 c, d, and e, showing afiparé&de compare our LMIRCafALES spectra to the 3,8m
magnitudes from Skemer et €012, the narrowband magnitudes from Skemer gR28l14), the broad.’-band and 4.0%m magnitudes from Currie et &2014),

and the M-band magnitudes from Galicher et(2011). The light gray and dark gray vertical swaths correspond to the VAPP absorption band, with an absolute
transmission of 40% and 25% respectively, as shown in Fijure

3.1.1. Planet ¢ Data the GPI H- and K-band measuremeri@reenbaum et al.
2018. We clipped the SPHERE data at the red end in order to
not overlap with the GPI H-band measurements and clipped the

P1 K1 and K2 spectra in the overlapping region, removing the
ast three points of K1 and thérst eight points of K2. The
LBTI/LMIRCam LNB1, LNB2, and LNB3 measurements
from Skemer et al(2014 were used in place of the binned
ALES measurements between 2.99 and grBdecause they
provide finer wavelength sampling and higher precision. The
Keck/NIRC2 M-band measurements from Galicher et al.
(2011 were included.

We combined our ALES measurements with the Project-1640
zJ-band measurementse used the version extracted with a
PCA-based image postprocessing algorithm, Oppenheimer et
2013 and included the Gemini Planet Imag&Pl) H- and
K-band measurement&reenbaum et ak018. For the GPI
measurements, we clipped data in the overlapping region of th
K1 and K2 filters (removing the last three points in the K1
spectrum and théérst eight points of K The LBTI/LMIRCam
LNB1, LNB2, and LNB3 measurements from Skemer et al.
(2014 were used in place of the binned ALES measurements
between 2.99 and 3.36n because they providéner wave-
length sampling and higher precision. The K&#RC2 M-band 3.1.3. Planet e Data
measurement from Galicher et @011 was also included. For planet e, we combined our ALES measurements with the
SPHERE IFS YH-band measureme¢dsarlo et al.2016 and
the GPI H- and K-band measuremeri@reenbaum et al.
2018. We clipped the SPHERE data at the red end in order to

For planet d, we combined our ALES measurements with thenot overlap with the GPI H-band measurements, and clipped
SPHERE IFS YH-band measureme¢#srlo et al.2016 and the GPI K1 and K2 spectra in the overlapping region, removing

3.1.2. Planet d Data
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Table 1 R = 20. After smoothing, all model spectra were sampled at the
Comparing to Photometry wavelengths provided by each instrument. We also prepro-
: . : cessed photometry for the LMIRCAbNB1, LNB2, LNB3
Filt ALES Synth. Phot. Lit. Phot. Diff . ' ' '
e (m%r;,) ° (,'my) ° ('(,)irence and the NIRC2 M-band points used.

Data werefit using a Gaussian likelihood function, treating

Planet c each bandi, individually
NIRC2’ 0.286+ 0.01 0.337 0.02 -18 0 R
LMIRCam-LNB5 0.273+ 0.02 0.435+ 0.06° -2.35 i(0, R, @)
LMIRCam-LNB6 0.271+ 0.01 0.392+ 0.05° -1.95 1 1

O<eXD(——((RW)2X(9) — 1) TETH(Ro)? X0) — ui)), D
Planet d 2
NIRC2' 0.43740.02 0.387+ 0.0 1.6 wheref represents a vector of model parameters for the given
LMIRCam-LNB5 0.366+ 0.02 0.436+ 0.06 -1.12 model family,R is the object radiusg is the system parallax,
LMIRCam-LNB6 0421+ 0.01 0.393: 0.05 053 andy; andy; are the measured data and covariance matrix for
Planet e the given spectrum or photometric measurement. We per-
NIRCZL! 0.350% 0.07 0.395¢ 0.058 0.48 formed ourfit using a grid-based approach that facilitated the

construction of a global likelihood function through multi-
Notes. plication grid-cell by grid-cell:

a N . .

_nceraimies on he inaidual measaroments. o £0.R @ =[] £(6, R=). (2

b Currie et al(2014. i

© Skemer et al(2014). We multiplied our likelihood grids by priors for eaéitted
parameter. For each model family we used a log-uniform prior

the last three points in of K1 and thiest eight points of K2.  ONR, extending from 0.5 to R,,, and a Gaussian prior an
The 2.993.17um ALES synthetic photometry point is USIng the Gaia measurement and uncertaipdy46+0.045
included, as this bin appears consistent with previousMad as the mean and standard deviation, respecti@iya
observations for planets ¢ and d. The 3336um ALES Collaboration et aI201&._A uniform prior was _used foF e,
synthetic photometry point is not used because this measurd©9(9), andlog(z). The prior forPc was log-uniform.

ment appears to be affected by poor transmission through the o
dgvAPP360. 3.3. Model Fitting Results

Table 3 lists and Figurer displays outfitting results. The
Barman'Brock set of models, with greater clofielxibility, can
provide reasonably clodés to the observations of planets ¢

We fit synthetic spectra from three distinct families of and d. Neither the DRIFT models nor the BarpBnmock
models to the measurements of each planet. The models werenodelsfit planet e particularly well, the H and K bands being
(1) blackbodies;(2) DRIFT-Phoenix models(Witte et al. especially hard. As expected, the blackbody models provide a
2011, which use a microphysics-based cloud prescription andpoor fit to the spectrum of each planet.
provide subsolar, solar, and supersolar metallicities; (and For each planet, beit-models align most closely with the
solar-metallicity Phoenix-based models with a parameterizeddata having smallest uncertainty, consistent with expectations.
cloud (Barman et al.2015 Brock et al. 2021). The P.; For HR 8799 c, since the GPI data have the smallest uncertainty
parameter of the BarmaBrock models is the pressure below (and densest samplinghe optimal models prefer tit the H
which cloud particle density declines exponentially. The and K bands even if it costs a poofirthrough thez, J, and L
median grain size and the eddy diffusion ée#&nt used for bands. For HR8799d and e the SPHERE data have the

3.2. Fitting Approach

the BarmayiBrock models are &m and 18cn? s?, smallest uncertainty, so optimal models preféittthez and J
respectively. The parameter ranges and step sizes for eadbands even if it costs a poorét through the H, K, and L
grid are summarized in Tabk bands.

The models were interpolated to proviieer sampling of Systematic differences between the models dominate our

their parameters using multidimensional linear interpolation parameter uncertainty. While within a model family, allowed
after rescaling input parameters to the unit cube. For theparameter rangdthat is, theAy?= 1 surfacg typically span
synthetic atmosphere models we created 10 K steps in effectivenly one grid-cell, between the different models temperatures
temperature and steps of 0.1 dex in surface gravity. For thefor planet ¢ span-1200-1500 K, temperatures for planet d
DRIFT models, we created 0.1 dex steps in metallicity. For thespan ~1100-1400 K, and temperatures for planet e span
Barman'Brock models, we created 0.3 dex steps in the ~11006-1600 K. Surface gravity has less variance between the
pressure below which cloud particle density decays exponenmodels, constrained at the 0.1 dex level. Begplanet radii
tially. Blackbody models were precomputed with 2K steps. span 0.650.91R;,, for planet ¢, 0.621.27R,,, for planet d,
Prior to fitting, model spectra were preprocessed to matchand 0.51.19R;,, for planet e.
the characteristics of each instrument. This included smoothing Table 3 reports the inferred bolometric luminosity of each
to R =33 for fits to P1640 and SPHERE spectra. For the GPI planet. To derive the planet luminosity, a hybrid approach was
spectra we used the method presented in Stone(@0ab to employed utilizing observediux measurements wherever
smooth the models with a linearly increasing spectral resolutionpossible and integrating under the b@stnodel atmosphere
going fromR = 45 toR = 80 from the beginning of the H band at wavelengths between and beyond the measured bands. The
to the end of K2. ALES data wef# with models smoothed to  uncertainty in the luminosity estimate is dominated by the

8
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Table 2

Description of Model Libraries Used
Parameter Barm#Brock DRIFT Blackbody Comments
Tes range 8001500 K 10061500 K 806-1500 K 100 K grid points interpolated to 10 K steps
log(g/cm s2) range 3.55.0 3.55.0 0.5 dex grid points interpolated to steps of 0.1
log(Z/Z.) range —0.3-0.3 0.5 dex grid points interpolated to steps of 0.1
P2 051,24 bars, the 2 bar model is interpolated
Note.

aA log-uniform prior was used faP.,. Uniform priors were used for all other parameters.

Table 3
Model Fits to HR 8799 ¢, d, and e

Parameter Planet ¢ Planet d Planet e
Barmar/Brock Phoenix Models
Test [K] 1240 1140 1140
log(g/cm s2) 3.6 3.6 3.8
Pg [bai 2 1 0.5
R [Ryugl 0.91 1.27 1.19
log(Lpor /L) —4.71 —4.62 —4.61
X2 234 1357 1379
Degrees of freedom 163 169 149
DRIFT-Phoenix Models
Tett [K] 1500 1430 1480
log(g/cm s?) 35 35 3.9
log(Z/ Z) 0.3 -0.3 -0.3
R [Ryyd 0.65 0.75 0.66
10g(Lbol /L) —4.67 —4.64 —4.67
e 485 1933 1841
Degrees of freedom 163 169 149
Blackbody Models
Test [K] 1424 1516 1620
R [Ryud 0.75 0.62 0.5
log(Lpor /L) —4.65 —4.69 —4.70
2 664 4323 3745
Degrees of freedom 165 171 151

choice of atmospheric model family, yet the resulting values

To illustrate this we used thevolve’ module of the SpeX
Prism Library Analysis Toolki(SPLAT, Burgasser & Splat
Development Team2017 to construct a distribution of
evolutionary model predictions for effective temperature,
surface gravity, and radius. We used a Monte Carlo approach
to build distributions for four different modelBurrows et al.
2001, Baraffe et al2003 Saumon & Marley2008. 1.2 million
age-mass points were input into the evolutionary models and
the output discarded if the returned luminosity was outside the
measured range. For the system age, we modeled each of the
ranges indicated by Baines et &012 using a generalized
extreme value distributioPossolo et al2019, giving equal
weight to the younger and the older ranges. Planet masses were
sampled from a uniform distribution spanning-A.8M,,,
consistent with dynamical constrainte.g., Fabrycky &
Murray-Clay 2010. Since the allowed luminosity ranges for
each planet are similar, we used a single range for all planets,
spannindog,(Lyoi /L) = —4.71 to—4.61. The intersection of
these constraints on the Baraffe et @003 evolutionary
models are plotted in Figu&as an example.

The results of our Monte Carlo sampling are displayed in
Figure9. We repeated the sampling exercise using a Gaussian-
distributed mass constraint approximating the results of Brandt
et al. (2021, M= 9.6+ 1.8M;,p and no sigrficant change to
the resulting distributions resulted.

The predictions of gas-giant evolutionary models are
sensitive to the initial entropy assumed during early times. For
10M,,,0bjects hot-start and cold-start evolutionary models do
not converge for-1 Gyr (less massive objects converge faster,
Marley et al.2007). Each of the four models we use assumes

span only 0.09 dex, a very small uncertainty compared to thehot-start evolution. Hot-start models are consistent with initial

predictions of evolutionary modelgesulting in a mass error
of <1M,,,for a given age, or an age error of less than 10 Myr
for a given masgBaraffe et al2003 see Figure8). The result
suggests that luminosity is not particularly sensitive to the

entropy constraints for the planétgarleau & Cummin@014),
but “warni’-start models are also allowed.

Assuming hot-start evolution, FiguBesuggestdes =~ 1075
K, log(g) ~ 4.1 andR ~ 1.29R;,, Comparing to Tabl& we

choice of well-scaled model, especially in this case where wesee that the besit- BarmaryBrock Phoenix models provide
have broad wavelength coverage near the peak of each’ planetreasonable parameters for HR 8799 d and HR 8799 e, Twfth

spectral energy distribution.

4. Discussion
Hot-start evolutionary models predict a very narrow range of

within 100 K, log(g) within 0.5 dex, and plausible planet radii.
The bestfit for HR8799c¢ has more tension with the
evolutionary models, suggesting a radius of ®Q} The
bestfit DRIFT models have temperatures much higtzerd
radii much smallgrthan predicted by evolutionary models.
Given the narrowly peaked distributions in Fig@ewe

effectiv_e temperatures, surface gravity, and planetary radiuggq gn ourfitter, fixing T = 1075 K andlog(g) = 4.1 We fit
constrained by the fundamental parameters of the HR8799ice using different constraints on planet radius each time.

planets. Constrained parameters include syster32igfg Myr or
90%% Myr, Baines et al.2012, planet masgplanets ¢ and
d < 10M,,, planet .61 My, Fabrycky & Murray-Clay01Q
Brandt et al2021), and bolometric luminosityTable 3).

First, we restricte® to be between 1.25 and 1.25,, Second,
we fixed R at 1.29R,,, We also used morgiexible models,
now exposing both cloud top pressure and median grain size as
tunable parameters. Our question was: Assuming evolutionary
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