
Exercises OAF2

Stochastic processes

Exercise 1

a) Consider a stochastic process X(t) = S(t) + N(t).
Component S(t) represents the periodic light curve of a stellar object:

S(t) = S0(t)
[
1 + m sin

(
2πt

P
+ φ

)]
, (1)

with P the period and m the so-called modulation index. The stochas-
tic signal S(t) is wide sense stationary with S(t) = S0(t) = Sav and
variance (S0 − Sav)2 = 4S2

0 = σ2
S0

.
Component N(t) represents the sky noise (wide sense stationary), with
N(t) = Nav and (N −Nav)2 = 4N2 = σ2

N .
The periodic signal is submerged in the sky noise and the signal noise:
σ2

N = 3σ2
S0

and the modulation index m = 0.2.
The periodic component in the stochastic process X(t) can be extracted
by using the autocorrelation function of X(t).

Prove that the autocovariance of X(t) is given by:

CX(τ) = CN(τ) + CS0(τ)
[
1 +

1

2
m2 cos

(
2πτ

P

)]
+

1

2
m2S2

av cos
(

2πτ

P

)
(2)

b) Plot the autocovariance function CX(τ) for positive values of τ , assum-
ing that CN(τ) ∼ exp(−τ/τN) with τ−1

N = 2π/(3P ), and CS0(τ) ∼
exp(−τ/τS0) with τ−1

S0
= 2π/P .

c) Can the periodic component of X(t) be completely reconstructed by the
measurement of the autocovariance CX(τ). Explain your answer!

Exercise 2

a) If the expected value E{XT} equals µ for the average number of photons
in time period T , the probability p that a photon arrives in a subin-
terval of T can be equated from p = µ/m if m equals the number of
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subintervals within T . The probability that no photon arrives is 1− p.
The measurement can thus be considered as a series of m trials to find
a photon, each having a probability of p of succeeding. The probabil-
ity that in total k photons will be detected is therefore given by the
binomial probability function (k < m):

pB(k,m, p) =

(
m
k

)
pk (1− p)m−k. (3)

However, if the subinterval is large, there is a finite probability that
more than one photon will arrive within this interval, hence the limit
should be taken for the number of trials m to go to infinity while
maintaining mp = µ constant. In this limit m → ∞, p → 0, the
binomial distribution changes to the Poisson distribution:

pP (k, µ) =
µk

k!
e−µ. (4)

Derive this distribution transformation and show that the Poisson dis-
tribution is normalized.

b) Show that for a Poisson distributed stochastic process the autocorrelation
of the random variable X∆T (number of particles or photons per interval
of time ∆T ) is given by:

RX∆T
= µ2 + µ for τ = 0 (5)

RX∆T
(τ) = µ2 + µδ(τ) in the general case (6)
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