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Water is all around us and is vital for all aspects of life. 
Studying the various compounds and life forms that in-
habit natural waters lets us better understand the world 
around us.

Remote sensing enables global measurements with 
rapid response and high consistency. Citizen science 
provides new knowledge and greatly increases the sci-
entific and social impact of research.

In this thesis, we investigate several aspects of citizen 
science and remote sensing of water, with a focus on un-
certainty and accessibility. We improve existing tech-
niques and develop new methods to use smartphone 
cameras for accessible remote sensing of water.
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Propositions accompanying the thesis
Accessible remote sensing of water

1. Consumer cameras, including smartphone cameras, can perform professional-grade
spectroradiometry when using RAW data. (Chapters 3 and 4)

2. The iSPEX 2 add-on enables accurate spectropolarimetry using smartphone cam-
eras. (Chapter 6)

3. Colour blindness significantly increases the uncertainty on Forel-Ule colour mea-
surements for a significant fraction of users. (Chapter 2)

4. Spectral convolution of hyperspectral reflectance is often performed incorrectly,
causing significant systematic errors. (Chapter 5)

5. Vague terms like water quality should be replaced with specific quantities like con-
stituent concentrations and inherent optical properties.

6. To ensure reproducibility and facilitate novel research, data should be published in
full, including raw data and calibration materials.

7. For successful citizen science, the citizens should come first and the science will
follow.

8. A small systematic error is more interesting than a large random error.

9. Methodological research is just as scientific as applied research.

10. The best way to gain new insights into one’s own field of research is to study seem-
ingly unrelated fields.

11. Predatory publishing is the logical end result of modern academic culture.

12. There is little difference between mechanical engineering and magic.

Olivier Burggraaff
Leiden, August 2022
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1

1 | General introduction

Water is all around us. We use it to drink, wash, play, fish, sail, and much more. Natural
waters, like streams, rivers, lakes, seas, and oceans, are full of life and interesting chemistry.
Because of its importance, we need to study water intensively, measuring the various com-
pounds and life forms that inhabit it. This way, we can better understand the world around
us, our impact on it, and its impact on us.

Light is a powerful tool for studying water. Humans and other animals can intuitively
infer some properties of water from its colour and clarity. Using many different wavelengths
and other properties of light provides a wide spectrum of information. In remote sensing, we
aim to determine the chemical and biological makeup of water by measuring how it reflects
light. These measurements can be done on a global scale over long periods of time, without
needing to physically sample the water. Automated remote sensing instruments can also
provide data on more local scales quickly and with consistent quality.

Because water is so important to everyone, participation in water research should be
widely accessible. Citizen science involves non-professionals in taking measurements, in-
terpreting results, and thinking of new research. Citizens provide many data and local knowl-
edge that, in collaboration with professional researchers, can lead to new possibilities and
shared insights. At the same time, the citizen scientists learn more about their environment
by conducting their own research and they are socially and politically empowered as stake-
holders.

This introduction provides a general overview of the field. Section 1.1 introduces the
various constituents of global surface waters. In Section 1.2, we look at light and how it is
measured. Section 1.3 combines the two by discussing remote sensing of water. Section 1.4
is about citizen science in water research. Each section discusses the current state of research,
challenges, and future opportunities. Finally, Section 1.5 provides an overview of the main
chapters in this thesis, which focus on various aspects of accessibility and uncertainty in
remote sensing.

Accessibility here means the degree to which people can create, use, and interpret data. In
Chapter 2, we investigate and improve the ability of people with a disability, namely colour
blindness, to participate in water research by performing colour measurements. In Chap-
ters 3 and 4, we develop and validate a method for using consumer cameras, especially on
smartphones, to perform professional-grade measurements at a low cost. In Chapter 6, we
present iSPEX 2, a new smartphone add-on for remote sensing measurements. The ability
to use consumer cameras opens up remote sensing to people without expensive professional
instruments, for example people in low-income settings and in citizen science.

Uncertainty here refers to the spread in measured values caused by random effects and to
errors caused by known or unknown systematic effects. To use data to their fullest potential, it
is crucial to determine, understand, and minimise the associated uncertainty. In Chapter 2, we
investigate the uncertainty in water colour measurements by citizen scientists due to colour
blindness. In Chapters 3 and 4, we determine and minimise the uncertainty in measurements
from consumer cameras by characterising and calibrating their response. Lastly, in Chapter 5,
we determine the impact of a common mathematical error in comparing data from different
instruments.
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2 Water

1.1 Water

Water is one of the most important resources on Earth and it plays a central part in all aspects
of our lives [1, 2]. Clean drinking water is crucial to human health and wellbeing, and many
cultures and religions attribute cleansing properties to water itself. Recreation, such as water
sports, provides further social value. Economic value lies in the use of water in agriculture,
energy generation, fishery, industry, and infrastructure. Of course, humans are not alone on
Earth, and water is equally important to all other life forms. In fact, the detection of liquid
water is seen as an essential step in the search for extraterrestrial life [3]. Given the many
important roles water plays in our lives, it is imperative that we study its biological and
chemical constituents and their interactions well.

Social and political discussions on water often focus on the concept of water quality
[4–8], but this term is misleading. The meaning of water quality is inherently subjective and
varies by subject and by stakeholder. For example, most people naturally judge the quality
of water for recreation by its aesthetics and think of clear, blue waters as having a high water
quality [9]. However, such blue waters are often lacking in nutrients and many algae would
consider them low quality [10], if algae could speak. Discussing natural waters in terms
of their quality thus introduces a human-centric bias and narrows our field of view. It is
better to consider nature from a broader perspective that includes humans as part of a greater
whole [11]. Even in the United Nations Sustainable Development Goals (SDGs), biodiversity
and ecosystem health are primarily considered means towards human-centric ends such as
economic growth, rather than goals unto themselves [12].

Scientifically, we are interested in the many processes, substances, and organisms in sur-
face waters, together referred to as biogeochemistry. Studying the properties of a water body
provides an understanding of its ecosystem and physics. This knowledge is valuable in itself,
and further scientific and social value is derived by, for example, improving our understand-
ing of the role of the oceans in climate change adaptation [2] and detecting events that affect
human and animal health, such as harmful algal blooms [13].

Environmental regulations typically consist of chemical measures, such as maximum
concentrations for pollutants, and ecological indicators, such as targets for population size,
species richness, biodiversity indices, and population viability. Monitoring of these variables
is performed by all levels of governmental and private parties through extensive sampling
and laboratory analysis. Within the water management community, there is a desire to shift
the focus of monitoring programmes from individual concentrations to a full understanding
of water bodies through systems analysis [7]. Biodiversity is seen as an important proxy for
ecosystem health and as a means to improve the resilience of ecosystems against change [4,5].
High biodiversity is also a goal in itself, as it provides an inherent existence value [1].

This thesis focuses on the characterisation of surface waters through optical observations
from above the surface. What follows in Sections 1.1.1–1.1.3 is a brief overview of surface
water biogeochemistry, separated into inorganic constituents, organic constituents, and pollu-
tion. Lastly, Section 1.1.4 discusses challenges relating to the observation of water properties
through traditional measurement methods.

1.1.1 Inorganic constituents
Oceans and inland waters contain a wide variety of dissolved and particulate inorganic ma-
terial. The distinction between dissolved and particulate is typically drawn at a particle size
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of 0.2 µm or 0.7 µm. While each substance contributes to the optical and biogeochemical
properties of a water body in its on way, most fit into one of several major categories, which
are discussed below [14].

Important quantities relating to dissolved inorganic material include salinity, pH, and
concentrations of oxygen and trace elements [2, 5]. Salinity is the concentration of dis-
solved ions and is commonly measured in situ by lowering a conductivity-temperature-depth
(CTD) probe into the water to obtain a vertical profile [15]. Seawater has a typical salinity
of ∼35 g kg−1, consisting primarily of sodium chloride (Na+ and Cl−) [16], and a slightly
alkaline pH of ∼8.1 [17]. Most inland waters are fresh, meaning the salinity is near-zero,
with a typical pH of 6.0–8.5 [18], influenced by surrounding land cover, evaporation rates,
and other environmental factors [15, 19]. Increasing absorption of atmospheric CO2 is de-
creasing ocean pH, a process called acidification [20], causing decreased growth rates of
organisms with calcite shells like corals and coccolithophorid algae [20,21]. Some dissolved
trace chemicals play a role in biological processes, such as iron ions in photosynthesis and
cell structure [21, 22], while others like mercury are toxic [23]. Trace chemical concentra-
tions are traditionally determined from field samples, requiring extensive sample preparation
and expensive laboratory equipment and causing a delay between sampling and results [23].
Lastly, dissolved oxygen (O2) concentrations range from near-zero to &360 µmol kg−1 [24].
Animals and other aerobic organisms require oxygen to function, and insufficient dissolved
oxygen levels lead to mass death. Large algal blooms resulting from a sudden influx of nutri-
ents, such as iron from a volcanic eruption, can decrease oxygen levels below habitable con-
ditions and kill millions of animals within days [2, 13]. Dissolved oxygen is measured using
in-situ optical and electrochemical sensors or through laboratory analysis of samples [25,26].

Particulate inorganic material consists of suspended sediments and minerals [14, 27],
ranging in size from several µm to >10 mm [28, 29]. The concentration of particulate in-
organic material is described by several quantities with different, partially overlapping defi-
nitions, some of which also include particulate organic material (Section 1.1.2). Commonly
reported quantities include mineral suspended sediment (MSS), suspended particulate matter
(SPM), total suspended matter (TSM), total suspended solids (TSS), detritus, and turbid-
ity [14, 27, 30–34]. The quantity of choice depends on the specifics of the measurement site,
application, and available methods and materials. Suspended inorganic matter is supplied
by erosion of the shoreline and bottom, in the water body itself or in supplying rivers and
tributaries, and by deposition of atmospheric aerosols [28,33,35]. Particulate matter that has
settled can be resuspended by water currents, particularly in shallow waters with high wind
speeds and in tidal areas [27, 29, 33]. The dynamic nature of the processes supplying sus-
pended matter can lead to highly variable concentrations. For example, SPM concentrations
ranging from <1–4000 g m−3 have been observed in the Wadden Sea [29]. Because many
sediments scatter light strongly (Section 1.3.1), variations in SPM induce variations in the
amount of photosynthetically available radiation and thus affect phytoplankton and vegeta-
tion populations [35].

Suspended matter concentrations are determined in the laboratory by filtering and op-
tionally drying water samples [35, 36]. The variability between replicate measurements is
typically 1–5%, with outliers of ≥10% [37]. The particle size distribution can be inferred
from the forward scattering of light (Section 1.3.1), for example using a Sequoia LISST in-
strument [14, 28]. Portable turbidimeters are relatively low-cost and easy to use, and provide
in-situ measurements of turbidity with an uncertainty of 1–3% [37]. TSM or SPM can be
derived from turbidity with a mean bias as low as 2% and root-mean-square (RMS) error
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of 25% using a well-tuned algorithm, but due to spatial and temporal variability in particle
properties, these errors can be ≥50% in some sites [38, 39]. In general, variability between
replicate in-situ measurements is caused by both measurement uncertainty and inherent vari-
ability [40].

1.1.2 Organic constituents

The ocean and other surface waters are host to a wide variety of organisms and organic mate-
rials, ranging in size from dissolved proteins to blue whales [14]. While each contributes to
the ecosystem in its own way, here we will focus on phytoplankton and coloured dissolved
organic matter (CDOM). Both are important biogeochemical components of virtually all sur-
face waters and are commonly studied through visible-light remote sensing [2, 41].

Phytoplankton is a broad category of free-floating microscopic organisms that perform
primary production of organic compounds through photosynthesis. The most prominent tax-
onomical groups are green algae, coccolithophorids, diatoms, dinoflagellates, and cyanobac-
teria [14]. Species may alternatively be classified by their role in the ecosystem or functional
type to better understand nutrient cycles. Important functional types include nitrogen fixers,
which bind dissolved nitrogen into nutrients; calcifiers, which produce calcium carbonate
shells; and silicifiers, which produce structures of silica. Carbonate and silica structures ag-
gregate and sink, exporting nutrients from the surface to deeper layers. Diversity is necessary
to provide and distribute all nutrients required in the ecosystem and thus to maintain popula-
tion levels, biodiversity, and resilience to change [42]. Phytoplankton are responsible for half
of the global primary production of organic matter and oxygen, contribute significantly to the
global carbon cycle, and form the basis of the marine food web [14,43,44]. This high ecolog-
ical importance makes phytoplankton biomass and taxonomic as well as functional diversity
essential biodiversity and climate variables [43, 45].

Phytoplankton has fast growth and reproduction cycles, so it responds rapidly to changes
in environmental conditions and nutrient availability, on a time scale of hours or days. These
changes can cause algal blooms, during which one species rapidly increases in biomass and
dominates the local ecosystem [13, 46]. For example, number concentrations of Phaeocystis
algae of up to 100 000 cm−3 were observed during the 1994 spring and summer blooms in
the Marsdiep, Netherlands, while almost none were found between blooms [46]. Changes
in phytoplankton biomass and diversity serve as a proxy for overall changes in the ecosys-
tem and rapid detection of algal blooms is required to mitigate harmful effects such as tox-
ins released into the water [13]. Many inland waters, particularly in the Netherlands, are
currently undergoing a strong increase in phytoplankton contents (eutrophication) and harm-
ful algal bloom frequency due to pollution with nutrients such as nitrogen and phosphorus.
These trends are causing major social and economic problems by decreasing oxygen con-
centrations and introducing toxins into the water, in turn disrupting the food chain, killing
aquatic animals, and preventing the use of surface waters for drinking, irrigation, and recre-
ation [1, 4, 5, 47]. For example, cyanobacterial blooms induced by emission of phosphorus
are dangerous to swimmers, since exposure to cyanobacteria can cause skin irritation, gas-
trointestinal disease, and even death [48].

Chlorophyll-a (chl-a) and other chemical pigments are used by phytoplankton for photo-
synthesis. Different types of phytoplankton use different pigments, based on niches in the ab-
sorption spectrum of water [49]. Pigment concentrations are used to quantify phytoplankton
biomass and differentiate between species. Chl-a is the most important pigment [42] and
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ranges in concentration from 0.01–100 mg m−3 in the ocean and most inland waters [50,51].
Chl-a is so dominant that its concentration alone is enough to describe the optical properties of
most of the open ocean (Case I waters) since all other constituents largely covary with it [52].
Aside from chl-a, important pigments include other types of chlorophyll, carotenoids, and the
cyanobacteria-specific pigments phycocyanin and phycoerythrin [49, 53]. Photosynthesis is
performed using visible light with wavelengths of 400–700 nm, also termed photosyntheti-
cally active radiation (PAR) [49].

There are several common methods for in-situ detection and characterisation of phyto-
plankton. High-performance liquid chromatography (HPLC) is used to accurately measure
pigment concentrations, and thus infer the biomass of different phytoplankton types, and is
the standard for calibration and validation of other methods [42, 50]. A major drawback of
HPLC is its high cost and labour intensity. Intercomparisons of HPLC measurements of the
same samples by different teams have yielded reproduction uncertainties of 5–40% in chl-a
concentration, which were ascribed to differences in HPLC protocol [54]. Many pigments
fluoresce (Section 1.3.1) and the intensity of fluorescence at different wavelengths is a proxy
for pigment concentrations [52, 53]. Fluorescence measurements can be done at a low cost
using a light emitting diode (LED) or laser light source [55, 56] and typically agree well
with HPLC [50]. For example, a comparison between 402 simultaneous HPLC and fluoro-
metric chl-a concentrations from five oceanic sites yielded a median absolute difference of
11% [57]. However, the conversion from intensity to pigment concentration is complicated
by the distribution of pigments inside the algal cells and sensitivity to fluctuating light lev-
els [42]. Determination of pigment concentration from other inherent optical properties is
discussed in Section 1.3.3. Imaging techniques such as microscopy and flow cytometry de-
tect and characterise individual cells and other suspended matter. These methods are labour-,
equipment-, and compute-intensive, but this is rapidly improving and machine learning clas-
sification algorithms with >80% accuracy (precision and recall) have been demonstrated [43].
Lastly, genomics can accurately distinguish between hundreds of species based on sampled
(meta-)genomes [58].

Dissolved organic matter (DOM) is created by biological processes in a water body
or its sources, or is introduced into the water body from the bottom or from surrounding
land [59]. DOM consists of thousands of different organic compounds. Some of these com-
pounds strongly absorb light and thus change the appearance of the water (Section 1.3.1)
– together, these compounds are called chromophoric or coloured dissolved organic matter
(CDOM) [25]. The terms yellow substance and gelbstoff are also used [60]. Absorption by
CDOM gives many peat lakes in the Netherlands, such as the Kagerplassen near Leiden, their
characteristic dark brown colour by removing blue–green light from the reflectance spectrum,
leaving only yellow–red light (Section 1.3.3). CDOM is a tracer for DOM, but the exact re-
lation depends on the concentrations of specific chemicals and varies by location and over
time [14, 25]. Often, one is specifically interested in the amount of carbon dissolved in the
water in various compounds, for example when studying the carbon cycle or climate change.
In that case, the closely related quantity dissolved organic carbon (DOC) is used [25]. The
DOC concentration is 0.2–2.0 g m−3 in the ocean [61] and ranges from near-zero to >20 g m−3

in lakes and rivers [25, 62, 63]. DOM, CDOM, and DOC are typically studied with optical
techniques based on fluorescence or absorption [60,64], discussed further in Section 1.3.1, or
with catalytic oxidation systems [25, 65].



1

6 Water

1.1.3 Pollution
In addition to their natural constituents, most surface waters contain some degree of pollution
by humans. This pollution comes in many forms, from dissolved molecules to metre-scale
debris, and from many sources. Faecal matter from humans and other animals is a major
threat to drinking water safety in many parts of the world [1,66], including historically in the
Netherlands [67]. Excreta are also a major vector for pollution with pharmaceuticals, which
can have severe impacts on aquatic animals [5, 68]. Agricultural runoff can induce eutrophi-
cation and algal blooms by adding nutrients to the water (Section 1.1.2), or alternatively dec-
imate ecosystems by unintentional emission of pesticide residue through various routes such
as runoff, leaching, drift, and aerosol deposition [69]. These effects cascade through the food
web and affect all members of an ecosystem [69]. The forms of pollution described above
are detected through chemical monitoring and ecological surveillance data [5,18,69]. Within
the European Union, the establishment of programmes for water monitoring and surveillance
is required by the Water Framework Directive [8].

Solid debris comes in many forms, including wood, food waste, cloth and fabric, metal,
glass, and plastics [70]. Plastic pollution is particularly commonly researched and discussed
currently because of its close relation to human activities, its broad and persistent distribu-
tion across global waters [71–74], and its far-reaching, albeit still debated, effects on in-
dividual organisms and ecosystems [5, 73]. Plastic particles range in size from the nano-
and micrometre-scale (nanoplastics and microplastics) to large objects like shopping bags
(macroplastics). Smaller particles are released through weathering and breakdown of large
objects, but also aggregate into larger clusters through the creation of biofilms and integration
into organic matter [73]. Microplastic surface densities in the ocean are typically 1 g km−2–
1 kg km−2, but can reach up to 100 kg km−2 in the Pacific garbage patch [75]. Plastics and
other debris are detected through in-situ soil and water samples and photographs from ships
and other platforms, but protocols are not sufficiently standardised and different methods of-
ten yield different results [76, 77]. An integrated observation system with remote sensors
(Section 1.3) is required to monitor pollution with debris on all spatial and temporal scales
with high accuracy [75].

1.1.4 Challenges and opportunities
Characterisation of surface water constituents through in-situ sampling faces three main chal-
lenges, namely cost of equipment and labour; availability of data on different spatial and
temporal scales; and reproducibility between researchers, sites, and methodologies.

As discussed in Sections 1.1.1–1.1.3, many constituents require trained personnel and
expensive laboratory equipment to measure. For example, an HPLC measurement of chl-a in
a lake requires researchers to sail out on a ship, take and properly store a water sample, bring
the sample to a laboratory for filtering and extraction, run it through an HPLC instrument
costing several thousand euros, and analyse the results using specialised software. Even
with economies of scale, such as measuring multiple parameters per sample and taking many
samples per cruise, the cost per HPLC chl-a measurement is on the order of hundreds of
euros. Other methods like fluorometric analysis have a lower cost per sample, but come with
greater uncertainties. Cost and labour requirements limit the scope of constituent monitoring
at large spatial scales and high frequencies, and disproportionately limit the accessibility of
data in low-income settings, which often bear the brunt of environmental problems caused by
pollution and climate change [1, 11].
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In general, in-situ measurements are difficult to scale up spatially and temporally. Global
coverage is necessary to understand global processes like climate change, but the funds and
personnel required to physically sample every water body regularly are not available. Re-
search into local processes, for instance in individual lakes and other inland waters, is simi-
larly constrained by the lack of scaleability of in-situ measurements. Moreover, while early
detection of rapid events such as harmful algal blooms saves money and lives, laboratory
analysis cannot provide the required high-frequency measurements and rapid responses [2].

Lastly, standardisation in sampling and analysis protocols between researchers, both lo-
cally and internationally, is limited [78]. Chl-a concentrations measured simultaneously by
different teams differ by as much as 5–40% (Section 1.1.2). Due to differences in mea-
surement protocol and reporting of results, it is nearly impossible to quantitatively compare
microplastic loads across the world [77]. This lack of reproducibility between data from dif-
ferent periods or areas creates spurious trends and is difficult to detect or correct post hoc, as
samples cannot be stored and re-used indefinitely. The issue is further exacerbated by scant
reporting of uncertainty.

Three important opportunities towards meeting these challenges are automation, remote
sensing, and citizen science. Automation enables large-scale, high-frequency measurements
with reproducible results. Remote sensing reduces the cost of sample processing, can be
performed on all spatial and temporal scales, and is highly reproducible. Citizen science
can significantly decrease the cost per measurement and increase both the scale and quality
of measurements by including more people in the scientific process and incorporating local
knowledge. Each of the three opportunities is discussed in more detail below.

In recent years, autonomous platforms have increasingly been used to provide high-
quality, reproducible data at a relatively fine spatial and temporal resolution. For exam-
ple, the Argo array consists of nearly 4 000 robotic floats, which in the last 20 years have
provided over 2 million CTD profiles covering most of the ocean [79]. Many Argo floats
are now also equipped with bio-optical sensors to measure chl-a and other biogeochemical
parameters [80]. Similarly, underwater gliders can autonomously perform horizontal and
vertical transects for up to six months at a time [81]. Gliders and floats have been used
together to measure variations in density, chl-a concentration, and primary production with
sub-kilometre spatial resolution [82]. These autonomous platforms provide high-quality data,
but they are limited by high purchase and use costs and are less suitable for shallow and inland
waters. In-line flow-through systems installed on research vessels and ships of opportunity
use water pumped into the vessel to automatically perform bio-optical measurements with
high frequency and reliability. By combining professional instruments such as the aforemen-
tioned LISST, Sea-Bird AC-s transmissometer, and Sea-Bird ECO series scattering meters
with an automated pumping system and data logger, the data volume can be massively in-
creased and the cost per measurement decreased [83, 84]. While automation is not discussed
in detail in this thesis, some of our findings can be applied or extrapolated to automated
sensors, as discussed in the individual chapters.

Remote sensing is a measuring technique that does not require physically sampling a wa-
ter body, instead relying on reflected light to carry information. Satellite remote sensing of
water started in earnest in the 1970s and has evolved continually since then [85], with the
forthcoming Plankton, Aerosol, Cloud, ocean Ecosystem (PACE) mission [86] as the most
prominent new development (Sections 1.2.2, 1.2.3, and 1.3.3). Operational remote sens-
ing platforms include satellites, aeroplanes and uncrewed aerial vehicles (UAVs or drones),
ships, and terrestrial instruments [31, 87]. Remote sensing provides data with wide spatial
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coverage over long periods, and with sufficient resolution, precision, and accuracy for many
practical applications [2, 88]. For example, satellite data are used to rapidly detect and warn
against potentially harmful algal blooms anywhere in the global ocean and many inland wa-
ters, with a speed and coverage that cannot be achieved with traditional sampling-based tech-
niques [13]. Terrestrial and shipborne remote sensing provides high-frequency data with fast
response times and high reproducibility, since data are recorded electronically and can thus
be processed automatically and near-instantly [89, 90]. The uncertainty in measurements of
reflected light is typically .5% for a single instrument [88], as is the reproducibility between
different instruments [91, 92]. The physics of measuring light are discussed in Section 1.2
and the implementation and application of remote sensing in Section 1.3.

Citizen science, the involvement of non-professionals in the scientific process, provides
further opportunities to reduce cost and improve scalability by increasing the accessibility
of water research. Citizens are important stakeholders in water management and thus offer
valuable bottom-up perspectives and insights to research aims and methods [93]. Through
crowd-sourcing, citizens massively increase data collection capabilities [94], on large spatial
scales and over long periods as well as on the local level and with fast response times. There
are various degrees of citizen involvement, ranging from data collection for a top-down re-
search project to co-creation of an entirely new project [95]. Citizen science is discussed in
more detail in Section 1.4.

1.2 Detection of light

To understand remote sensing, it is useful to first understand the physics of light itself. Fun-
damentally, light consists of electromagnetic (EM) waves, quantised into discrete packets of
energy called photons. EM waves are generated by various processes involving the acceler-
ation of electrically charged particles and propagate outward at c = 299 792 458 m s−1. For
EM waves in free space, the electric and magnetic field vectors oscillate orthogonally to the
direction of propagation and to each other. Defining properties of individual photons include
wavelength, spin angular momentum or polarisation, and orbital angular momentum. Remote
sensing instruments gather many photons within one exposure, so this thesis focuses on the
bulk properties of light fields consisting of many photons. For a comprehensive description
of remote sensing from basic physical principles, the reader is referred to [14, 96].

The fundamental observable quantity of remote sensing is spectral radiance L, the radi-
ant power emitted or received by a surface, as defined in Equation (1.1) and illustrated in
Figure 1.1. ~L is the radiance at a position ~x and time t, from a direction ξ̂, at a nominal
wavelength λ; ∆Q is the energy emitted or received by a surface ∆A over a time ∆t, within
a wavelength range ∆λ and a solid angle ∆Ω [14]. Radiance is written as a vector ~L when
polarisation is considered or as a scalar L when polarisation is neglected. Radiance has units
of W m−2 nm−1 sr−1.

~L(~x, t, λ, ξ̂) =
∆Q

∆A ∆t ∆λ∆Ω
(1.1)

Another important quantity is planar irradiance E, which is the total radiance integrated
over a hemisphere, as shown in Equation (1.2). For example, the downwelling irradiance
Ed represents the total radiant power received by a surface, such as a patch of sea, from all
upwards directions [97]. Irradiance has units of W m−2 nm−1.
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Instrument

ξ̂

∆A

∆Ω

Figure 1.1: Schematic representation of a radiometric instrument detecting incoming light, represented
by several photons with different wavelengths. ∆A is the collecting area of the instrument, ξ̂ the observ-
ing direction, and ∆Ω the solid angle subtended by the field of view, indicated by dashed lines. Note
that photons travel in straight lines, as indicated by the arrowheads; the waves indicate the direction of
the oscillating electric field.

E(~x, t, λ) =
∆Q

∆A ∆t ∆λ
(1.2)

The following subsections provide a brief description of the measurement of radiance in
general (1.2.1), as a function of wavelength (1.2.2), and considering polarisation (1.2.3). The
use of radiometry in remote sensing is discussed in Section 1.3.

1.2.1 Radiometry
Currently, most scientific instruments and consumer cameras are based on charge-coupled
device (CCD) or complementary metal-oxide-semiconductor (CMOS) sensors [14, 98, 99].
CCD and CMOS sensors use the photo-electric effect to detect incoming photons that strike
a layer of semiconductor and, if they have enough energy, free one or more electrons [100],
which are called photo-electrons. The number of photo-electrons generated per photon is the
quantum efficiency η, which is highly wavelength-dependent [101]. CCD and CMOS sensors
typically contain millions of µm-sized pixels for high-resolution imaging and spectrometry.
Other sensor types of historical relevance include bolometers [99] and photographic plates
and film [102, 103]. This thesis mostly deals with CMOS sensors, which are by far the most
common in consumer cameras [98].

The collected photo-electrons are converted to a voltage, which is then amplified and digi-
tised [101]. CMOS sensors include amplification and digitisation electronics on individual
pixels, enabling pixel-level control. For example, the amplifier gain, the conversion factor
from photo-electrons to volts, can be varied between pixels to compensate for differences
in sensitivity (Section 3.4.6). Many CMOS amplifiers have built-in compensation for non-
linearity and other sources of uncertainty [104], although additional corrections are some-
times necessary [105]. An analogue-to-digital converter (ADC) is used to digitise the ampli-
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fied voltage into analogue-digital units (ADU). The ADC bit depth determines the number of
possible digital values, which was as low as 128 (7-bit) for early satellite instruments [96],
but is now more typically in the range of 4 096–65 536 possible values (12–16-bit).

The raw data in ADU are converted to radiant energy ∆Q through a radiometric cali-
bration [106]. First, the optical properties of the instrument, including the sensor and any
fore-optics, are characterised (Chapter 3). Next, an absolute radiometric calibration is per-
formed, in which the sensor observes a light source with known characteristics to determine
the conversion factor from ADU to physical units [107, 108]. Ideally, the materials used in
the calibration and characterisation are traceable to standards such as those maintained by
the National Institute of Standards and Technology (NIST, USA) or the National Physical
Laboratory (NPL, UK) [106, 108].

Professional field-going and satellite instruments are calibrated and characterised by their
manufacturers prior to delivery. Field-going instruments are certified to sub-percent radio-
metric accuracy at most wavelengths and the reproducibility between different instruments
under realistic conditions is normally 1–5% [92, 109, 110], as discussed further in Chap-
ter 4. Satellite instruments require sub-percent accuracy and uncertainty, or equivalently a
signal-to-noise ratio (SNR) ≥100, in some cases ≥1000, to deliver percent-level accuracy and
uncertainty on ground-level radiance, reflectance, and derived parameters [45,111,112]. Cal-
ibration is repeated regularly during sensor lifetimes to account for changes in performance.
The sensitivity of field-going spectroradiometers typically drifts by ≤5% per year, often more
strongly in their first years and ≤1% later on, although individual instruments may drift by
as much as 40% year-to-year [108]. Changes in sensitivity tend to be wavelength-dependent.
For satellite instruments, regular vicarious calibration using well-known targets such as the
MOBY buoy site and the Moon is used to maintain the desired accuracy and uncertainty of
∼5% in reflectance [113]. For consumer cameras, the calibration process is left to the user
(Chapter 3).

Common sources of uncertainty include stray light; non-zero sensitivity to wavelengths
outside the desired spectral range; sensitivity to polarisation for unpolarised radiance mea-
surements; changes in response due to fluctuations in temperature, humidity, and other envi-
ronmental factors; degradation of transmission due to fouling by dust, oils, biofilms, and sea
spray; shot noise due to the quantum nature of photons; and uncertainties in the calibration
materials themselves [108, 110, 114–117]. The relative contribution of each component is
highly variable between different instruments and varies by wavelength and over time.

Observations are done over a limited exposure time ∆t to obtain the radiant power ∆Q
∆t . The

exposure time is ideally as long as possible before the sensor saturates. Individual exposures
are realised by physically blocking the sensor from incoming light with a mechanical shutter
or by electronically powering the sensor on and off [99]. An advantage of mechanical shutters
over electronic shutters is the ability to take fully dark exposures for calibration purposes; a
disadvantage is the reliance on moving parts, which eventually malfunction or break. In either
case, it is important to characterise the accuracy and reproducibility of the shutter to ensure
accurate radiance measurements [118, 119].

A well-collimated radiometer detects light from a viewing direction ξ̂ = (θ, φ). The sim-
plest well-collimated instrument is the Gershun tube, a long tube with multiple baffles to
select only light from within a narrow field of view around the desired ξ̂ [14]. The instru-
ment can be moved or rotated to observe in multiple directions sequentially, which is called
pushbroom or whiskbroom sensing. Many instruments use lenses to focus incoming light
onto a sensor array, in which each pixel corresponds to a viewing direction. Field radiome-
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ters are typically aligned on a mount which is fixed in, or swivels to, the desired viewing
direction [120]. Some systems must be aligned by eye [121, 122], others are fully auto-
mated [123,124]. The required pointing accuracy and stability depend on the application, but
are typically 0.5°–5° for instruments mounted on stationary observing platforms [124, 125].

The radiometer fore-optics also determine its collecting area ∆A and field of view (FOV)
∆Ω. The collecting area is ideally as large as possible to collect more light and thus improve
the SNR, but is usually limited by physical restrictions. ∆A is on the order of mm2–cm2 for
field radiometers [126] and consumer cameras (Section 3.4.1), and up to hundreds of cm2 for
satellite instruments [14]. The desired value of ∆Ω depends on the application, particularly on
the degree of isotropy in the target. Most spot radiometers for above-water radiometry have
1°–7° FOVs [105, 108, 126], equivalent to a solid angle ∆Ω of 10−4–10−2 sr. For imaging
systems, it is important to geometrically calibrate the FOV for individual pixels, which may
vary due to distortions induced by the fore-optics [99, 107].

1.2.2 Spectroradiometry

Spectroradiometry is the process of measuring the distribution (spectrum) of photons or ra-
diance across different wavelengths λ. Absorption and scattering alter the spectrum of light
as it travels through a medium (Section 1.3.1). The full spectrum of light includes gamma
rays, x-rays, ultraviolet (UV), visible light, infrared (IR), microwave, and radio waves. The
same physics apply to light at all wavelengths, although with differences in sensor design and
performance, and all are used for remote sensing. This thesis focuses on visible light, with λ
between 390–700 nm. This spectral range covers the sensitivity of the human eye and most
consumer cameras (Chapters 2 and 3), and contains all photosynthetically active radiation
(PAR) [49].

The wavelength of a photon is inversely proportional to its frequency and energy, which
is ∼10−19 J for visible-light photons. For illustration, the typical visible-range clear-sky solar
irradiance of ∼400 W m−2 corresponds to ∼1021 photons s−1 m−2 [14]. In a medium, the
speed and wavelength of light are decreased by a factor n, the refractive index. Typical values
of n are 1.000 293 ≈ 1 in air and 1.33–1.35 in water, depending on its constituents; n itself
also varies by wavelength [14, 127].

CCD and CMOS sensors detect photons with different wavelengths, but cannot distin-
guish between wavelengths. Therefore, performing spectroradiometry requires additional
optical elements. The most common techniques are moveable or tuneable filters, patterned
filters, and dispersion with a grating or prism (Figure 1.2). Each method is briefly described
below; for a more general overview, the reader is referred to [128, 129].

Before proceeding, it is important to define some terms. Spectral filters are optical el-
ements that preferentially transmit certain wavelengths. A spectral filter or band B has a
spectral response function (SRF), S B(λ), describing its transmittance at each wavelength λ.
The SRF of an instrument is the product of its filter SRFs, the transmission efficiency of other
optical elements, and the sensor quantum efficiency (Section 1.2.1). SRFs are often defined
in terms of their central wavelength λc and bandwidth or spectral resolution ∆λ. Typically,
λc is taken to be the wavelength with the highest transmittance or the SRF-weighted aver-
age wavelength, and ∆λ is the SRF full width at half maximum (FWHM). A multispectral
instrument measures in discrete bands, while a hyperspectral instrument covers a continuous
wavelength range (Figure 1.3). Following the Shannon-Nyquist theorem, the spectral sam-
pling, which is the difference between successive wavelengths in hyperspectral data, needs to
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(a) Spectral filters in a rotating
filter wheel. Incoming broad-
spectrum light (black arrow)
passes through one filter at a
time, transmitting only specific
wavelengths (purple arrow) to the
sensor.
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(b) Spectral filters in a Bayer pat-
tern. Incoming broad-spectrum
light (black arrows) passes through
one filter for each pixel, transmit-
ting the corresponding wavelengths
(coloured arrows) to the sensor. For
clarity, only four light rays are
shown.

Se
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or

(c) Dispersive spectrometer
setup. Incoming broad-spectrum
light (black arrow) is dispersed
by a grating or prism and
transmitted to the sensor (black
arrow, spectrum). For clarity,
only a single incoming light ray
is shown here.

Figure 1.2: Schematic representation of three techniques for spectroradiometry.

be half the spectral resolution or finer. The terms spectral resolution and spectral sampling are
often confused in the literature, but they are fundamentally different quantities. A commonly
used criterion for the hyperspectral label is ∆λ . 10 nm in >20 continuous bands, but the
distinction with multispectral is ultimately subjective [14, 87]. Methods for comparing and
combining the two are discussed in Chapter 5.

The simplest method for spectroradiometry is a rotating wheel with individual filters
corresponding to spectral bands of interest, mounted in front of a sensor (Figure 1.2a). A
major advantage of this method is the use of the same sensor for each measurement, re-
moving the need for many calibration steps when performing relative measurements such
as reflectance band ratios (Section 1.3.2). A major disadvantage is the delay between mea-
surements in successive bands, which makes this method unsuitable for targets that move or

(a) Multispectral data cover a few discrete spectral bands. (b) Hyperspectral data cover a continuous wavelength
range.

Figure 1.3: Multispectral and hyperspectral data.
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vary over time scales comparable to the rotation period of the filter wheel, and sensitive to
vibrations in the instrument [130]. Rotating filter wheels are used in satellite instruments
including GOCI [131] and POLDER 1–3 [132] and in many ground-based spectroradiome-
ters [117,119,133,134]. A variation on the technique, commonly used in satellite instruments,
is using fixed filters on different pixels in one sensor, which observe the target sequentially
(pushbroom) due to the orbital movement of the satellite [135]. Finally, some instruments
instead employ a single filter with a tuneable SRF, such as a Fabry-Pérot etalon [136] or
variable liquid crystal retarder between polarising filters [137].

Virtually all consumer cameras employ a patterned Bayer filter [138] with red-green-
blue (RGB) bands (Section 3.2). These have wide SRFs (Section 3.4.8) and are arranged
in a checkerboard pattern on top of the sensor, with two green filters for every red or blue
one (Figure 1.2b). Each pixel observes in a single band and a demosaicking algorithm is
used to interpolate the results and form a combined multispectral image [139, 140]. The
main advantage of patterned filters is the ability to take snapshot multispectral images, with
no delay between filters or between parts of the image. Disadvantages include the need
to calibrate the response of each individual pixel before band ratios can be calculated and
uncertainties introduced by the demosaicking algorithm, especially for targets with sharp
features, which can create spurious edge effects when comparing the different channels. New
variations on the method mitigate these disadvantages through additional colour filters and
different filter arrangements [139, 141].

The third major technique is spectral dispersion through a prism or grating (Figure 1.2c).
Many variations exist, including transmission and reflection gratings and integrated lens-
grating or grating-prism systems [128, 142]. Because the entire spectrum is dispersed across
the sensor, data can be obtained hyperspectrally rather than being limited to hand-picked fil-
ters as in the previous two methods. The dispersion takes up one dimension of the sensor
array, requiring incoming light to first pass through a point aperture, one-dimensional slit, or
integral-field unit to reduce the spatial dimensionality. Imaging is performed through whisk-
or pushbroom sensing. The properties of the dispersive element and the width of the entrance
pupil or slit determine the spectral resolution, while the size and number of pixels in the sen-
sor determine the spectral sampling (Section 6.5.3). Spectral dispersion is highly suitable for
hyperspectral spot radiometers and satellite instruments [86, 116, 126]. A dispersive element
can also be mounted onto an existing camera [94, 143]; the design and performance of such
an add-on, iSPEX 2, are discussed in Chapter 6.

The optimal design choices for a spectroradiometer depend on the application and techni-
cal constraints. On paper, measuring at more wavelengths λ and with a narrower bandwidth
∆λ provides more information about the target and is thus desirable. However, the wave-
length range is limited by technical factors such as the quantum efficiency and size of the
sensor. Furthermore, for a given aperture and exposure time, narrower bandwidths lead to
a lower SNR, decreasing the effective information content of a signal [144]. Finally, the in-
crease in information content with a finer sampling or wider range of wavelengths may be
smaller than expected due to correlations in the spectrum at different wavelengths [145,146].
Thus, instruments are best designed with their desired application in mind. For example,
AERONET-OC was built to validate radiometric data from pre-existing multispectral satel-
lite instruments, meaning only a small number of pre-determined spectral bands were needed
and a relatively simple rotating filter wheel design could be used [117]. When studying a sub-
stance with distinct, well-known spectral features, only a handful of spectral bands covering
those features and any applicable calibrations are necessary.
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The most commonly used instruments for above-water spectroradiometry are the TriOS
RAMSES and Sea-Bird HyperOCR [92, 114]. They cover wavelengths of 320–950 nm
and 350–800 nm, respectively, both with a bandwidth of ∼10 nm and spectral sampling of
3.3 nm [147, 148]. Also commonly used are the Malvern Panalytical ASD FieldSpec, which
covers 350–2500 nm with a 3 nm bandwidth [149], and the Water Insight WISP-3, which
covers 380–800 nm with a 5 nm bandwidth [126]. Each of these instruments covers the en-
tire visible range, which includes the spectral features of important constituents like chl-a,
CDOM, and suspended particles (Section 1.3.1). The additional near-infrared (NIR) cover-
age of the RAMSES and ASD enables cross-calibration between NIR wavelengths, where no
signal is expected, and visible wavelengths [90]. The typical accuracy and reproducibility of
these instruments is on the percent level (Section 1.2.1). The WISP-3 suffers from normali-
sation issues when compared to other instruments [126], as discussed in detail in Chapter 4.
Other field-going spectroradiometers of note include the DALEC [109], PANTHYR [124],
WISPstation [89], and the SeaPRISM instrument used for AERONET-OC [117].

At the core of satellite instrumentation design is the trade-off between extending capabil-
ities and maintaining a sufficient SNR. For example, the Operational Land Imager (OLI) on
Landsat 8 and 9 has a fine spatial sampling of 30 m per pixel, but is consequently limited to
relatively wide spectral bands, with bandwidths of ≥40 nm for the blue, green, red, and NIR
bands [135]. Conversely, the Ocean and Land Colour Instrument (OLCI) on the Sentinel-
3 satellites features 21 bands from 400–1020 nm with a narrow 10 nm bandwidth, and a
much coarser spatial sampling of 300 m per pixel, at a sensitivity of ∼10−3 W m−2 sr−1 nm−1

[150]. The MultiSpectral Imager (MSI) on Sentinel-2 combines both approaches, having
9 bands in the visible-NIR range with bandwidths of 15–115 nm and spatial resolutions of
10–60 m [151]. Other satellite instruments of note include the Sea-Viewing Wide Field-of-
View Sensor (SeaWiFS), Moderate Resolution Imaging Spectroradiometer (MODIS), Vis-
ible Infrared Imaging Radiometer Suite (VIIRS), and Geostationary Ocean Color Imager
(GOCI) [131, 152]. Successive generations of satellite instruments have been built with con-
tinuity in mind, for example by maintaining certain spectral bands [152]. Finally, 2024 will
see the launch of the Plankton, Aerosol, Cloud, ocean Ecosystem (PACE) satellite, which
primarily consists of the Ocean Color Instrument (OCI). OCI is a hyperspectral instrument
that provides continuous coverage of wavelengths of 340–890 nm with 5 nm bandwidth [86].
PACE will also carry the SPEXone and HARP-2 spectropolarimeters (Section 1.2.3). For
a broader overview of satellite instruments used in remote sensing of water, the reader is
referred to [2, 41, 131, 153].

The human eye is essentially a patterned multispectral radiometer and can thus be used as
a scientific instrument. The retina contains two types of photosensitive cells, namely rods and
cones. Rods are extremely sensitive to light at all visible wavelengths and are highly useful in
low-light conditions, but cannot distinguish between wavelengths. The cones contain groups
of proteins sensitive to either long (L), medium (M), or short (S) wavelengths (Figure 1.4).
The LMS cones are spread around the retina and by comparing their measurements, the brain
estimates the spectrum of the incoming radiance. We perceive this as colour [101,154]. Many
animals’ eyes function similarly but with different numbers of cones and different SRFs. A
number of scientific techniques use the human eye as a sensor to perceive brightness, colour,
distance, and other quantities (Section 1.4). A few percent of the human population have
some degree of colour deficiency or colour blindness, meaning their perception of colour is
different to that of the average human [155]. Remote sensing of water by citizen scientists
with colour blindness is explored in Chapter 2.
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Figure 1.4: Normalised spectral response functions of the long-, medium-, and short-wavelength (LMS)
cones in the average human eye. Data obtained from http://www.cvrl.org/.

1.2.3 Spectropolarimetry
Spectropolarimetry is the process of measuring radiance and polarisation at different wave-
lengths. Polarisation is a wave property of light, relating to the direction of oscillation of the
electric1 field vector ~E as light propagates. For light propagating in the z direction, ~E has
components Ex, Ey in the (x, y) plane orthogonal to z.

Light exhibits various polarisation states. These are most easily understood by consider-
ing coherent light, for instance from a laser, which behaves like a single wave. As the electric
field oscillates, ~E traces a shape in the (x, y) plane, determined by the phase delay δ between
the oscillations in Ex and Ey. For example, if Ex and Ey oscillate in phase (δ = 0°), ~E traces
a straight line in the (x, y) plane and the light is linearly polarised. If Ex and Ey oscillate ex-
actly out of phase (δ = 180°), the light is linearly polarised at the supplementary angle. If Ex

and Ey have the same amplitude and oscillate with a delay of δ = 90°, ~E traces a circle in the
(x, y) plane and the light is circularly polarised. In the general case, ~E traces an ellipse and
the light is elliptically polarised. The polarisation state of coherent light is described through
Jones calculus, combining Ex and Ey into a vector, the Jones vector, and representing optical
elements as linear transformations of this vector [116, 156].

Natural light is an incoherent sum of many individual light waves, each with its own
polarisation state, resulting in a bulk polarisation state of the light field. When the polar-
isation states of the constituent EM waves are uniformly randomly distributed, the light is
unpolarised. If the distribution instead has a preferential direction or handedness, the light
is partially polarised. Finally, despite being incoherent, the EM waves in fully polarised
light all have the same polarisation state. For a further physical description of polarisation in
natural light, the reader is referred to [157].

This thesis deals with linear polarisation of incoherent light in remote sensing of water
(Chapter 6 and Section 7.3). For discussions on remote sensing of the atmosphere with linear
polarisation and of vegetation with circular polarisation, the reader is referred to [116, 158].

1Because the magnetic field vector is always perpendicular to the electric field vector, it need not be considered
separately.

http://www.cvrl.org/
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Polarisation of incoherent light is described through Mueller calculus, which generalises
Jones calculus but disregards coherent phenomena. Polarised radiance is quantified through
the Stokes vector, as in Equation (1.3). ~L is the radiance Stokes vector, I the total radiance, Q
the difference in radiance between the horizontal and vertical polarisation states (I↔ − Il), U
between the two diagonal polarisation states, and V between right- and left-handed circular
polarisation2. Any direction can be chosen as the reference horizontal +Q direction. For
most experiments and models, there is a natural choice, such as the direction of a particular
polarising filter, the sky, or the sea surface. The vertical and diagonal directions are defined
relative to the horizontal [156]. I is given by I = I↔+ Il = I↙↗+ I↘↖ = I	+ I�. In cases where
it is more intuitive to discuss polarisation in relative terms, the Stokes vector is normalised to
the fractional polarisation q, u, v =

Q
I ,

U
I ,

V
I .

~L =


I
Q
U
V

 =


I↔ + Il
I↔ − Il
I↙↗ − I↘↖
I	 − I�

 (1.3)

Linearly polarised radiance is often described in terms of the degree of linear polarisation
(DoLP, PL) and angle of linear polarisation (AoLP, φL), as defined in Equation (1.4). PL

ranges from 0 (no net polarisation) to 1 (fully polarised), φL from 0° (horizontal or +Q)
through 90° (vertical or −Q) to 180° (horizontal or +Q), or equivalently from 0 to π radians.
Because of symmetry (the 180° ambiguity), φL = 185° is equivalent to φL = 5°.

PL =

√
Q2 + U2

I
φL =

1
2

arctan2 (U,Q) (1.4)

Direct sunlight is unpolarised, for all practical purposes, with PL < 10−6 [159], while
diffuse skylight is partially linearly polarised by single scattering of sunlight in the atmo-
sphere [160]. For a clean sky without any aerosols, viewed at 90° from the Sun, PL ≈ 0.7 at
visible wavelengths. Multiple Rayleigh scattering by air molecules prevents PL from reach-
ing 1.0, while multiple scattering by aerosols can reduce PL further, down to 0.5 on a hazy
day and as low as 0.2 when smoke is present [161]. Sky polarisation is also decreased by
reflections from clouds and the ground. For example, an effective ground albedo of 0.8 de-
creases PL by as much as 0.3 compared to an albedo of 0 [162]. Polarisation also occurs
due to scattering by particles in water [163, 164], specular reflection off surfaces [165], and
interaction with birefringent materials such as coccolithophores [21].

In birefringent materials, the refractive index n depends on the polarisation state, being
smaller along the fast axis and greater along the slow axis. This difference induces a phase
delay δ as polarised light travels through the material. Optical elements designed to induce
a specific δ are called retarders or wave plates. For example, the optical path through a λ

4
retarder or quarter-wave plate (QWP) is extended by λ

4 for light polarised along the slow axis,
inducing a phase delay of δQWP = 90° between the fast and slow axes. A QWP with a vertical
fast axis converts fully right-handed circularly polarised light (q = u = 0, v = 1) to linearly
polarised light with φL = 135° (q = 0, u = −1, v = 0).

2I,Q,U,V are sometimes referred to as S 0, S 1, S 2, S 3, and alternative sign conventions for Equation (1.3) are
sometimes used.
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The interaction between polarised light and a medium or object is described by the
Mueller matrix M, as defined in Equation (1.5). The Stokes vector of the outgoing radi-
ance is the product of the incoming Stokes vector with the Mueller matrix, ~Lout = M~Lin.
By determining the elements of M, which often vary with wavelength and viewing geome-
try [166, 167], the properties of a target can be inferred [168].

M =


MI→I MQ→I MU→I MV→I

MI→Q MQ→Q MU→Q MV→Q

MI→U MQ→U MU→U MV→U

MI→V MQ→V MU→V MV→V

 (1.5)

In the same way that wavelength increases the dimensionality of remote sensing data, and
spectroradiometry on a two-dimensional sensor requires additional optics (Figure 1.2), so
does measuring polarisation. Measurements techniques for spectropolarimetry fall into three
categories, namely temporal, spatial, and spectral modulation [169, 170]. Temporal modu-
lation involves sequential measurements at different angles, similarly to the use of spectral
filters (Section 1.2.2). The linear polarisation state can be determined by measuring at 0°,
60°, and 120°; using more angles reduces the uncertainty. Multiple filters are arranged in
a filter wheel (Figure 1.2a) or a single filter is rotated or tuned [132, 171]. The time delay
between measurements in different polarisation states can create spurious signals when the
target moves or changes on a similar time scale. Spatial modulation involves simultaneous
measurements of different polarisation directions on different parts of one sensor, through a
patterned filter (Figure 1.2b) or by projecting multiple images on the sensor [172,173]. Alter-
natively, multiple sensors can be used, either in completely separate, co-aligned instruments
or in one instrument using shared fore-optics and a polarising beam splitter [160,163,174]. A
major challenge for spatial modulation is the appearance of false signals due to misalignment
or intercalibration issues between sensors or pixels [160, 172].

Most relevant to this thesis is spectral modulation (sometimes called channelled polari-
metry) through the SPEX technique. SPEX encodes the polarisation state into the observed
spectrum using a highly chromatic multi-order retarder (MOR) [175]. Because the phase
delay or retardance δ induced by the MOR varies strongly with λ, the polarisation state
of light is modified with a known, wavelength-dependent modulation. When the light is
passed through an analysing polarisation filter and dispersed, the resulting spectrum displays
a sinusoidal modulation corresponding to the resulting polarisation state. The amplitude
of the modulation corresponds to PL and its phase to φL (Figure 1.5). By measuring in
two channels I1, I2 corresponding to orthogonal analysing polarisers, for example through
a polarising beamsplitter or a double aperture (Chapter 6), the full linear polarisation state
can be retrieved using a demodulation algorithm. The total radiance I is recovered from
I = I1 + I2, while PL and φL are recovered by fitting a sinusoidal modulation to the nor-
malised signal I1−I2

I1+I2
[116]. Because there are no moving parts and the light is spectrally

dispersed, SPEX enables snapshot hyperspectral polarimetry. Existing implementations in-
clude groundSPEX [116,125,176], iSPEX [94], SPEX Airborne [177], and SPEXone, which
will soon fly on the PACE mission [86, 112]. In Chapter 6, we present iSPEX 2 and dis-
cuss its design, manufacturing, and data processing. Results from a recent experiment with
groundSPEX are discussed in Section 7.3.

Instruments are assessed on their polarimetric sensitivity and accuracy. The polarimetric
sensitivity of an instrument is the smallest polarisation signal it can detect, and is usually
limited by the uncertainty in the individual measurement channels and by spurious signals
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Figure 1.5: Simulated SPEX observations (right) of polarised light (left). A normalised average Eu-
ropean daylight spectrum (CIE D65) was used for the total radiance I. The PL and φL spectra were
constructed to illustrate the technique and are not physical. On the right, the sinusoidal modulation is
clearly visible in both SPEX channels, I1 and I2, which correspond to orthogonal polarising filters (0°
and 90°, respectively) and thus display a 180° modulation phase difference. As PL increases, so does
the modulation amplitude. The shift in φL from 500–600 nm is reflected by a change in modulation
phase in the SPEX data.

due to instrumental or environmental causes. For detectable signals, the polarimetric accu-
racy expresses how well the measured polarisation state describes the true polarisation state
of the incoming radiance, accounting for instrumental polarisation and depolarisation as well
as cross-talk between the polarisation channels. The accuracy is affected by the physical
characteristics of the instrument as well as the data processing and analysis. The observed
polarisation state is particularly sensitive to instrumental polarisation caused by systematic
errors in the individual measurement channels [116, 169]. Polarimetric accuracy and sensi-
tivity are often conflated in the literature as the polarimetric uncertainty.

Compared to unpolarised spectroradiometry, there are relatively few instruments for
spectropolarimetry of water. Research has historically been focused on the polarisation
of the underwater light field [178]. Many studies have characterised the effects of various
constituents on the Mueller matrix of water, for example by measuring the Stokes vector of
scattered laser light at varying angles for phytoplankton and suspended particles [164, 179].
Spectropolarimetry above the surface is often conducted by adding polarising filters to spec-
troradiometers like the HyperOCR [180, 181]. The Mantis instrument, built by Polaris, mea-
sures linear polarisation hyperspectrally at 382–1017 nm with an uncertainty of ≤2.5% in
radiance, ≤0.5% in PL, and ≤0.5° in φL [171]. The mantis is in use by the US Naval Research
Laboratory for spectropolarimetry of water [182]. Sony recently released their IMX250MYR
and IMX250MZR sensors, featuring four polarisation filters (0°, 45°, 90°, 135°) in a Bayer
pattern with an optional additional layer of RGB pixels. Initial results from observing float-
ing debris with one of these sensors are presented in Section 7.3. For a broader review of
spectropolarimetric remote sensing of water, the reader is referred to [165].

The most prominent satellite-based spectropolarimeters have been the POLarization and
Directionality of the Earth’s Reflectances (POLDER) instruments on the ADEOS and PARA-
SOL satellites [132,165,180,183]. The latest, POLDER-3, flew in 2004–2013 and measured
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polarised radiance at 490 nm, 670 nm, and 865 nm, in addition to 7 unpolarised bands at
443–1020 nm, at 16 viewing angles between −51° and +51° relative to nadir and with a
spatial resolution of ∼6 km per pixel [132]. As discussed previously, POLDER 1–3 mea-
sured polarised radiance using a filter wheel rotated to 0°, 60°, and 120° sequentially, with a
polarimetric accuracy of 8.5 × 10−4 in PL [180].

The upcoming PACE mission will feature the SPEXone and HARP-2 spectropolarime-
ters [86]. SPEXone, designed and built in the Netherlands, uses the SPEX technique to mea-
sure radiance and linear polarisation hyperspectrally at 385–770 nm with a 2 nm resolution
in radiance and 20–40 nm resolution in PL. It observes at five viewing angles (0°, ±20°, and
±57° from nadir) and has a spatial sampling of 2.3 × 2.7 km2 per pixel. Lastly, the expected
uncertainty in SPEXone data is 2% in radiance and 0.0025 in PL [112,184]. Unlike SPEXone,
HARP-2 is multispectral and hyperangular, measuring at 10 viewing angles in three spectral
bands (440, 550, and 870 nm) and at 60 viewing angles at 670 nm, spanning 114°. Its ground
pixel size is similar to that of SPEXone, at 3 km, and its expected polarimetric accuracy is
<0.005 in PL [86, 185]. SPEXone and HARP-2 are primarily intended for observations of
atmospheric aerosol [185], but will also be used in conjunction with OCI for remote sens-
ing of water [186–188]. Other satellite spectropolarimeters of note include the Directional
Polarimetric Camera (DPC) on the GaoFen-5 mission [107,189], and the upcoming PolCube
cubesat [190]. For a broader review of satellite spectropolarimetry, though with a focus on
aerosols, the reader is referred to [132].

Some animals, including humans, can also sense polarisation. For example, some in-
sects navigate using sky polarisation [191] and mantis shrimp famously see linear and circu-
lar polarisation [192]. With training, humans can see linear polarisation as Haidinger’s and
Boehm’s brushes [193, 194].

1.3 Remote sensing of water

Remote sensing is a technique for observing a target without physically sampling it. This
thesis is focused on optical remote sensing, using light as the information carrier, of surface
waters. Alternative approaches exist, such as acoustic sensing, but are not discussed here.
Furthermore, we focus on passive remote sensing, using reflected sun- and skylight. The
alternative, active remote sensing, involves the use of a custom, controllable light source, for
example for lidar measurements.

Current platforms for remote sensing of water include in-situ spectroradiometers that are
hand-held or mounted on a platform, uncrewed aerial vehicles (UAVs or drones), aeroplanes,
and satellites. Each platform has an associated cost, spectral and spatial coverage and res-
olution, revisit time, and sensitivity. This thesis focuses primarily on the validation and ap-
plication of smartphone cameras as in-situ spectroradiometers (Chapters 3, 4, and 6), along
with the human eye (Chapter 2) and the principles behind comparing different instruments
and platforms (Chapter 5).

Remote sensing provides solutions to many of the challenges posed in Section 1.1.4. Au-
tonomous instruments like satellites and in-situ radiometers significantly reduce the expense
and labour requirements of continuous measurements. Earth observation of aquatic ecosys-
tems with satellite sensors enables global measurements of water constituents, which in turn
enables research on global issues such as climate change. Reducing the dependence on phys-
ical sampling and human labour improves the consistency over time and between sensors,
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facilitating decade-long time series with a high degree of reproducibility. Lastly, since data
are obtained and processed electronically, remote sensing can provide near-instant response
times. Since remote sensing does not directly probe the same parameters as in-situ sampling,
but instead probes the proxies discussed below, it is not a one-to-one replacement, but rather
a complementary method.

In this section, we discuss the physics and practice of remote sensing of water. First, the
inherent optical properties of water constituents are discussed (Section 1.3.1), followed by
the apparent optical property of reflectance (Section 1.3.2), from which optical parameters
and constituents are retrieved (Section 1.3.3). Lastly, Section 1.3.4 discussed the practical
aspect of validation.

1.3.1 Inherent optical properties
The interaction between light and water is described by the inherent optical properties (IOPs)
of the water column [14, 195]. The IOPs are the coefficients of absorption a, scattering b,
and beam attenuation c, all in m−1. This c is not to be confused with the speed of light.
Absorption converts light into chemical or thermal energy, while scattering shifts energy into
different directions of propagation and, in inelastic scattering, wavelengths. Beam attenuation
is the sum of the two, as in Equation (1.6), and describes the exponential decay in radiant
power as light passes through water, following Lambert’s law as in Equation (1.7). Here
L(x, λ) is the radiance at wavelength λ after travelling a distance x through the water column.
For illustration, c = 0.7 m−1 means the radiance is halved for every metre travelled.

a + b = c (1.6)

L(x, λ) = L(0, λ) e−c(λ)x (1.7)

Absorption is highly wavelength-dependent and many constituents of natural waters (Sec-
tion 1.1) have characteristic absorption spectra (Figure 1.6). Adding the constituent absorp-
tion spectra together gives the total absorption spectrum in the water column. The major ab-
sorbing constituents are phytoplankton, CDOM, and non-algal particles (NAP). NAP refers
to particles that do not contain extractable pigments [14]. Water itself is highly absorbing at
longer wavelengths, hence its blue appearance [49, 196].

Phytoplankton primarily absorbs through pigments with characteristic spectral signatures.
The average phytoplankton absorption spectrum is dominated by a narrow chl-a peak around
665 nm and a broad peak around 442 nm (Figure 1.6), primarily caused by chl-a and broad-
ened by other chlorophylls such as chl-b and chl-c as well as by carotenoids such as β-
carotene, fucoxanthin, and zeaxanthin [14, 199]. The cyanobacterial pigment complexes
phycocyanin and phycoerythrin can cause additional absorption peaks or shoulders around
495 nm, 550–570 nm, and 630 nm [49]. Phytoplankton absorption spectra are broadened and
flattened by formation of pigment-protein complexes and packing of pigment inside cellu-
lar structures, both of which change the vibration energies of molecular bonds. The precise
shape and magnitude of the spectrum depend on the species present and on cell character-
istics that vary over the diurnal cycle [14, 88]. For a detailed review of pigments found in
various classes of phytoplankton, the reader is referred to [200].

The absorption spectra of CDOM and NAP also depend on their composition, but can be
approximated by an exponential function in λ, as shown in Equation (1.8). Here a(λ0) is the
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Figure 1.6: Typical spectral absorption coefficients a(λ) of water, phytoplankton (at 10 mg m−3 chl-a),
CDOM (a(400 nm) = 0.32 m−1, S = 0.017 nm−1), and non-algal particles (NAP, a(400 nm) = 0.09 m−1,
S = 0.011 nm−1). Based on data and models from [14, 196–198].

absorption at a reference wavelength λ0 and S is the spectral slope, typically 0.006–0.013
nm−1 for NAP and 0.012–0.022 nm−1 for CDOM, depending on the composition [14, 198].
For CDOM, the exponentially-shaped spectrum is thought to arise from a superposition of
different bonds within the long organic molecules. Short bonds absorb at shorter wavelengths,
while resonances of multiple bonds absorb at longer wavelengths. Short bonds are more
common and thus the absorption decreases with λ [14].

a(λ) = a(λ0) e−S (λ−λ0) (1.8)

Elastic scattering by particles is relatively spectrally flat, but highly directional [201]. The
scattering coefficient decreases slightly with wavelength, with a spectral slope related to the
average particle size [32,202]. Rayleigh scattering by water molecules scales with λ−4 and is
only significant at blue and UV wavelengths, since bwater(λ > 350 nm) < 0.02 m−1 [203]. The
volume scattering function β(ξ̂) (VSF, in m−1 sr−1) describes the distribution of light across
different scattering angles. β(ξ̂) is the product of b (magnitude, as before) and the phase
function β̃(ξ̂): β(ξ̂) = bβ̃(ξ̂).

For unpolarised light, scattering in water is typically azimuthally symmetric and β varies
only with the scattering angle ψ [14], as in Figure 1.7. The angular dependence of β is dictated
by the morphology and internal structure of particles, and measuring at multiple angles probes
these properties [164, 204]. In remote sensing, only light scattered back out of the water is
observed, which is described by the backscattering coefficient bb. Mathematically, bb is the
integral of β(ψ) over the angles 90° ≤ ψ ≤ 180°. Natural waters tend to be highly forward-
scattering, with relative backscattering coefficients bb

b ≈ 0.01 [204, 205]. Elastic scattering
induces linear polarisation, particularly at ψ ≈ 90° where MI→Q ≥ 0.5 for pure sea water and
many types of sediment and phytoplankton [164, 167].

Unlike elastic scattering, inelastic processes like fluorescence and Raman scattering do
not conserve wavelength. A photon of wavelength λ is absorbed and another is re-emitted
with a wavelength λ′. In the visible range, ∼2% of the solar irradiance is re-emitted through
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Figure 1.7: Scattering of light in water. Light coming in from the left gets scattered in all directions.
The scattered arrow length scales logarithmically with the phase function β̃(ψ) at scattering angles
ψ. A parameterised version of the empirical Petzold turbid phase function from San Diego harbour
was used [204, 205], which is azimuthally symmetric. The three-dimensional phase function can be
visualised by rotating this image about the horizontal axis.

fluorescence, primarily by CDOM and phytoplankton pigments [165]. Phytoplankton species
can be distinguished by their distinctive re-emission spectra, for example using the ratio be-
tween re-emission at 660 nm vs. at 684 nm when illuminated with 445 nm light [53]. Fluores-
cence is one of the most common techniques for in-situ measurement of chl-a (Section 1.1.2).
Raman scattering by water contributes up to several percent of the total light field, varying
with wavelength [96]. Fluorescence and Raman scattering are depolarising, which is used to
distinguish light emitted through these processes from elastic scattering [165].

Constituent concentrations and properties can be derived from IOP measurements. For
example, measurements of the a(676 nm) peak height (Figure 1.6) can be inverted to ob-
tain phytoplankton concentrations [52]. Flow-through instruments like the LISST and AC-s
provide high-quality in-situ IOP data for these purposes [28,40]. However, sampling is often
laborious and expensive (Section 1.1.4). Remote sensors can complement IOP measurements
by measuring the apparent optical properties (AOPs) of water, the results of the interaction
between incoming light and the IOPs [14]. As described below, AOP measurements can be
used to estimate the IOPs and constituent concentrations.

1.3.2 Reflectance
The most important apparent optical property in remote sensing is reflectance, the ratio of
water-leaving over downwelling (ir)radiance. Light impinging on water is directly reflected
off the surface or penetrates into the water column. The latter component is then scattered and
absorbed by the water and its constituents. A fraction of this light is scattered back out of the
water, either directly by a single backscattering event or indirectly through multiple scattering
events. This component is called the water-leaving radiance Lw and holds information on the
IOPs. Directly reflected light (glint) does not hold information on the IOPs and is not part of
Lw, but acts as a source of uncertainty. The relative contribution of glint to the total upwelling
radiance, which includes glint and Lw, ranges from near-zero to near-100% depending on
viewing conditions, IOPs, and wavelength [206]. The main challenge in remote sensing of
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water is to accurately measure Lw, and from it determine the reflectance [120].
Modern remote sensing of water uses the remote sensing reflectance Rrs, which is the

ratio of Lw over the downwelling irradiance Ed, as in Equation (1.9). Rrs is most commonly
defined to be in air, just above the water surface, and has units of sr−1. Alternative combi-
nations of (ir)radiances exist but are less popular (Section 5.2). Lw is a directional quantity
Lw(λ, ξ̂), and thus so is Rrs. However, Rrs is usually only evaluated in a single viewing di-
rection with a narrow field of view (1°–7° diameter), so this directionality is left out [14].
Spectropolarimetric versions of Rrs include the reflectance Mueller matrix and the ratio of
polarised Lw (defined as

√
Q2 + U2) over unpolarised Ed [165].

Rrs(λ) =
Lw(λ)
Ed(λ)

(1.9)

Strictly speaking, Rrs has two wavelength dependencies, namely λ for Ed and λ′ for Lw,
because of inelastic scattering. For example, fluorescence can shift energy from Ed(445 nm)
to Lw(685 nm). However, because field measurements are performed using natural broad-
spectrum Ed from the Sun and sky, it is not possible to actually determine Rrs as a two-
dimensional quantity, and the one-dimensional approximation in Equation (1.9) must be used.
In edge cases where fluorescence or Raman scattering is the dominant process at a particular
wavelength, this approximation can make the interpretation of results less intuitive.

Satellite instruments determine Rrs from the top-of-atmosphere (TOA) Ed and Lw. The
TOA Ed is well-known from measurements of the extraterrestrial solar irradiance, which is
essentially constant over time. The TOA Ed at a given time depends primarily on the cur-
rent Sun-Earth distance, which is easily calculated from orbital models [97]. The TOA total
upwelling radiance is measured at a chosen angle. An atmospheric correction algorithm is
used to determine the corresponding surface-level Ed and Lw. Scattering in the atmosphere
provides the bulk of the TOA upwelling radiance, with Lw accounting for ≤20% at blue wave-
lengths. While the contribution of scattering by air is relatively constant over time, absorption
and scattering by aerosols is highly variable. Aerosols come in many flavours, including dust,
pollen, sea salt, and soot, and accordingly have a wide variety of optical properties. Atmo-
spheric correction algorithms remove the contributions of air, aerosols, and trace gases like
ozone to the TOA radiance based on empirical concentrations and optical properties and on
models of radiative transfer and aerosol transport through the atmosphere [207]. Atmospheric
correction is a high-dimensional problem and thus includes many uncertainties, which are
propagated into Lw five- to tenfold and are the primary contributor to uncertainty in satellite-
based Rrs measurements [186, 208]. In inland and coastal waters, additional uncertainty is
introduced by the adjacency effect, where radiance from targets outside the field of view
(FOV) of a pixel, such as clouds or land, is scattered into the FOV by the atmosphere [188].
Currently, the typical uncertainty on satellite measurements of Rrs is ∼5% at blue and green
wavelengths, although the reproducibility between different instruments is worse [88].

Terrestrial and airborne instruments determine Rrs from (near-)simultaneous measure-
ments of Lw and Ed. The technique most relevant to this thesis is terrestrial above-water
radiometry (Figure 1.8), in which measurements of the total upwelling radiance Lu and sky
radiance Lsky are used to determine Lw [209], as in Equation (1.10). For a full review of
terrestrial techniques, the reader is referred to [97, 120].

Rrs(λ) =
Lu(λ) − ρLsky(λ)

Ed(λ)
(1.10)
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Figure 1.8: Schematic representation of an above-water radiometry setup. Downwelling irradiance Ed

impinges on the water surface and propagates into the water column (bottom left), while simultaneously
being measured by an Ed sensor (top right). A sensor looking downwards measures the upwelling
radiance Lu, which is the sum of the water-leaving radiance Lw and the directly reflected sky radiance
ρLsky, with ρ the surface reflectivity. A third sensor, looking upwards, measures Lsky directly. As shown
in the inset, the reflected sky radiance ρLsky originates from different locations on the sky due to specular
reflectance from different wave facets.

The surface reflectivity ρ expresses the proportion of Lsky that is directly reflected into
the sensor field of view, typically 0.025–0.030 but highly dependent on viewing conditions
[209, 210]. For pure, still water, Lsky is directly reflected from only a single direction and the
Fresnel reflectance can be used. However, real water surfaces have waves. As illustrated in
the inset of Figure 1.8, each facet of a wave corresponds to a different reflection angle, and
wavy surfaces thus reflect light from a wide area on the sky, depending on the exact viewing
geometry and wave conditions. The variability of ρ with wave conditions, specifically wind
speed, is minimised by observing at θ = 40° from nadir or zenith (in elevation) and φ = 135°
in either direction from the Sun (in azimuth) [209, 211].

Distinguishing between water-leaving and directly reflected radiance remains a major
challenge [120,209]. The accuracy of above-water measurements is improved by empirically
determining ρ for each measurement and by subtracting an additional offset ∆ from the right-
hand side of Equation (1.10). ∆ and ρ can be determined from imaging of wave conditions and
from spectral analysis of Lu at wavelengths with known atmospheric features. Using these
methods, the typical error on Rrs induced by glint can be reduced to 6–8% [210]. Above-
water radiometry is discussed in more detail in Chapter 4.
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1.3.3 Constituent retrieval and inversion
Rrs is proportional to the ratio of bb over a, or some empirical function thereof, as shown
in Equation (1.11). Traditionally, the former relation is used in phytoplankton-dominated
Case I waters, and the latter in Case II waters, but this distinction is controversial [212].
The relation can be understood intuitively – highly absorbing waters (large a) appear dark
because few photons make it out, whereas highly scattering waters (large bb) appear bright
because photons are quickly scattered back out. The proportionality constants between Rrs

and the IOP ratios vary slightly due to environmental conditions, constituent concentrations,
and viewing geometry [212]. Sometimes, a polynomial function is used instead of a linear
relation. An exact inversion from Rrs to a, bb requires a full radiative transfer simulation
accounting for all radiative processes including detailed knowledge of the IOPs and their
dependence on viewing angle and depth, but the relations shown in Equation (1.11) provide
an adequate approximation [14, 96]. It is important to note that passive remote sensing is
only sensitive to the top layer of the water column, since few photons penetrate deep into the
water, and of those that do, even fewer make it back out [213]. The penetration depth ranges
from centimetres in highly turbid or absorbing waters to ∼50 m in clear ocean waters and is
highly wavelength-dependent [96].

Rrs(λ) ∝
bb(λ)
a(λ)

Rrs(λ) ∝
bb(λ)

a(λ) + bb(λ)
(1.11)

The spectral signatures of different constituents in the IOP spectra propagate into Rrs

(Figure 1.9), and are exploited to retrieve constituent IOPs and concentrations. Strong ab-
sorption from water decreases Rrs with wavelength for λ > 600 nm in clear waters with low
chl-a and SPM concentrations. In CDOM-rich waters, Rrs at blue wavelengths (λ < 500 nm)
is depressed by CDOM3 and NAP absorption; S CDOM can be estimated from the spectral
slope in Rrs at these wavelengths. Phytoplankton lowers Rrs at wavelengths where chl-a
absorbs strongly (Figure 1.6), particularly around 443 nm and 665–675 nm [213]. Fluo-
rescence can increase Rrs in specific bands, such as around 680–690 nm in some of our
data from around Lake Balaton (Section 4.2.2). Different pigments have specific absorption
and fluorescence bands, which are used to distinguish phytoplankton species and functional
groups [42, 49, 214], as discussed below. Particulate backscattering increases Rrs across the
visible range [96], and bb, TSM, and related quantities can be estimated from Rrs at red
wavelengths where particles are the dominant scatterers [32, 213]. More detailed informa-
tion can be obtained if spectral features specific to a constituent are known [215] or with
prior information on the target, for example on the typical local phytoplankton community
composition [216].

A wide range of retrieval algorithms are used in practice, ranging from empirical to ana-
lytical [13,14,88,195,213,218,219]. Empirical algorithms are derived by comparing remote
observations with field measurements or simulations (Section 1.3.4), without additional in-
puts. This makes them relatively quick and simple to derive, but less portable as they depend,
explicitly or implicitly, on assumptions that only hold locally or under specific conditions.
Many empirical algorithms are band-ratio algorithms, relating a single parameter to the ratio
of Rrs at two or more wavelengths [220–223]. A major advantage of band-ratio algorithms
is their robustness to correlated uncertainties and biases in L and Rrs, which may divide out

3Hence the old name gelbstoff or yellow substance.



1

26 Remote sensing of water

400 450 500 550 600 650 700
Wavelength [nm]

0.00

0.01

0.02

0.03

0.04

R r
s [

sr
1 ]

MON017
Chl-a: 0.7
aCDOM: 1.0
TSM: 7.5

MON018
Chl-a: 51.1
aCDOM: 1.1
TSM: 46.7

MON024
Chl-a: 18.6
aCDOM: 3.4
TSM: 15.6

Rrs spectra from Lake Balaton and Kis-Balaton

Figure 1.9: Rrs spectra from Lake Balaton (MON017, MON024) and Kis-Balaton (MON018) taken
with TriOS RAMSES spectroradiometers during the 2019 MONOCLE field campaign [217]. Each line
represents the median spectrum from a given station, the shaded areas represent the standard deviations.
Biogeochemical data (chl-a concentration in mg m−3, aCDOM(440 nm) in m−1, and TSM in g m−3) from
in-situ samples are also provided. As discussed in Section 1.3.3, CDOM and phytoplankton absorption
induce a slope in Rrs at λ ≤ 500 nm, with Rrs lower at the stations richer in CDOM and chl-a. Inflection
points in the water absorption spectrum around 600 and 650 nm (Figure 1.6) are seen in Rrs, as is the
chl-a absorption peak at 665 nm. Furthermore, MON024 is brighter than MON017 at λ > 600 nm due
to increased particulate scattering. TSM at MON018 is 3× that at MON024 but Rrs is lower, because
of differences in the suspended matter composition – Kis-Balaton contains mostly algal particles while
western Lake Balaton contains many bright chalk particles [27]. Further examples of Rrs spectra are
shown in Figures 4.2 and 5.2.

(Chapter 4). Conversely, analytical algorithms are grounded in radiative transfer models and
are thus based on physics, theoretically making them more portable to different applications
but also vulnerable to uncertainty in prior information. Any uncertainty in the IOPs used to
derive the analytical model will propagate into every retrieved value. Semi-analytical mod-
els combine the two approaches by supplementing observations with prior information such
as typical IOPs at a certain site [27, 224–226]. Generally, empirical algorithms retrieve one
or more constituent concentrations, while (semi-)analytical algorithms focus on retrieving
IOPs [213]. This thesis is focused primarily on empirical band-ratio algorithms, which are
the most appropriate and popular type for multispectral data from consumer cameras (Chap-
ter 4) and the type most commonly applied through spectral convolution (Chapter 5).

Most band-ratio algorithms for chl-a make use of the absorption peaks around 443 nm and
665 nm, the fluorescence peak around 680 nm, and wavelengths with minimal absorption by
phytoplankton, CDOM, and particulate matter such as 550 nm and 700 nm [213,220]. For ex-
ample, the OCx algorithms relate chl-a to a function of the ratio between blue- and green-band
Rrs from any ocean colour sensor [220]. Increased chl-a leads to an increase in a(443 nm) and
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thus a decrease in Rrs(443 nm), while Rrs(550 nm) remains relatively unchanged, leading to a
decrease in the Rrs(443 nm)

Rrs(550 nm) ratio. In Case I waters, where chl-a and CDOM covary and thus the
overlap between their absorption spectra is not an issue [213], OCx algorithms can predict
chl-a to within a factor of ∼1.74 compared to in-situ samples [220]. In lakes with little chl-a
(0–10 mg m−3) and high CDOM and NAP absorption, meaning the Case I assumption does
not hold, the OCx chl-a estimate is inaccurate [218]. Many alternative chl-a algorithms exist
for specific sites. For example, an exponential function of the Sentinel-2/MSI red-green band
ratio (B3/B4) predicts chl-a with an accuracy compared to in-situ data of 20% in Lake Ba Be
in Vietnam [221]. The target accuracy for chl-a retrieval compared to in-situ measurements
was 35% for SeaWiFS and 10–30% (Case I) or 10–70% (Case II) for Sentinel-3/OLCI. Most
applications require an uncertainty in chl-a of 10–25% [88].

Empirical retrieval algorithms also exist for many other parameters. For example, the con-
centration of the cyanobacterial pigment phycocyanin can be determined from the 709/620 nm
reflectance band ratio with an accuracy of 20% (typical difference) compared to in-situ sam-
ples, although the accuracy is worse when other phytoplankton species and pigments are
more abundant [214]. Algorithms for particulate bb and TSM often use the absolute Rrs in
one or multiple red–NIR bands, where TSM is the dominant optical component [213], or a
red-blue band ratio [34]. In one study in the North Sea, Rrs at any wavelength from 670–
750 nm predicted TSM to within 30% accuracy compared to in-situ data [227]. Lastly, aCDOM
and S CDOM at various UV–blue wavelengths can be determined from the 412 nm-670 nm and
412 nm-547 nm Rrs band ratios to within 24–30% (a) and 8–10% (S ) accuracy [222]. As
with chl-a, there are many different retrieval algorithms for the aforementioned constituents,
derived for various sites and instruments. Simultaneous retrieval of multiple parameters is
achieved by taking advantage of the linear summability of IOPs and the existence of wave-
lengths with minimal overlap between IOP spectra [228]. Finally, some algorithms convert
the Rrs spectrum into a lower-dimensional colour measure before retrieval, such as central
wavelength, hue angle, or blueness [10, 229, 230]. For a review of empirical and semi-
analytical retrieval algorithms for chl-a and other algal pigments, TSM, and CDOM, the
reader is referred to [213, 231].

In general, empirical algorithms reduce the vast biogeochemical parameter space, which
includes concentrations of many different phytoplankton species, dissolved organic and in-
organic matter, and various types of particles, into a handful of spectral bands. This simpli-
fication is possible in practice due to covariance between parameters and constraints on the
parameter space in specific sites. However, this fundamentally means that empirical algo-
rithms perform well only in the conditions they were designed and validated for, and poorly
when the underlying assumptions do not hold. Analytical and semi-analytical approaches
that include prior information provide a more robust alternative, although these too are lim-
ited by the accuracy of said prior information. Additionally, measuring hyperspectrally and
with a wider wavelength range, for example in the UV range for CDOM, provides a wider
input space, although only if measurement uncertainties are sufficiently small [87, 144, 232].
Machine learning techniques, including neural networks, are increasingly popular for deriv-
ing new algorithms and combining existing ones [219,233]. Particularly important for future
algorithm development is the generation of in-situ validation data sets with greater size and
diversity [218]. For a general review of retrieval and inversion algorithms based on spectral
features in Rrs, the reader is referred to [41, 131, 213, 231, 234].

Currently, polarisation is largely neglected in remote sensing of water, although many
proof-of-concept studies have shown that including polarisation improves the accuracy of
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measurements of organic and inorganic particle shape, size, and composition [163, 174, 182,
235, 236]. The use of multiangular spectropolarimetry for retrieval of particle properties
is more common in the atmospheric aerosol research community, where spaceborne, air-
borne, and ground-based spectropolarimeters provide data products including aerosol optical
depth, effective particle radius, complex refractive index4, and aerosol layer height, separated
between fine- and coarse-mode particles [125, 132, 237]. In water research, spectropolari-
metry is seen as a high-potential technique for the near future [165, 238], particularly the
upcoming PACE mission with its SPEXone and HARP-2 instruments [86]. As discussed
in Section 1.2.3, SPEXone and HARP-2 are primarily designed for aerosol science, which
will improve the retrieval of water reflectance and constituents by reducing the uncertainty
due to atmospheric correction [185, 188]. However, these two instruments, especially when
used in conjunction with OCI, will also enable new water research through joint atmosphere-
water retrieval algorithms [186, 187, 239]. For example, coccolithophores polarise scattered
light depending on their degree of calcification, which is under pressure from ocean acid-
ification [21]; thus, polarimetric remote sensing could be used to assess coccolithophore
health and the ecological impact of acidification globally [20]. At a 50°–60° viewing an-
gle, PL is correlated with the c

a IOP ratio and polarisation can thus be used to distinguish
between absorption and scattering [174]. Lastly, polarisation can be used to characterise
and minimise the error induced by glint, since direct reflections are highly polarised com-
pared to water-leaving radiance, although as in Figure 1.8, this is complicated by wave mo-
tion [174, 211, 240].

1.3.4 Validation
A vital aspect of remote sensing is validation, assessing the performance of an instrument
or algorithm under realistic conditions. Data and retrieved parameters are compared with
those from a different instrument or algorithm, or with in-situ sampling or simulated data.
When different methods or instruments agree to within measurement uncertainties, closure is
achieved [40, 88].

Validation data are obtained during dedicated campaigns, from large instrument networks,
or from aggregated archival data. For example, Chapter 4 describes a three-day campaign
on and around Lake Balaton, Hungary, during which we validated L, Rrs, and colour mea-
surements from smartphone cameras. Instrument networks like AERONET-OC and Argo
provide regular, consistent optical and biogeochemical validation data from many diverse
sites [80, 117]. Lastly, archives such as LIMNADES, PANGAEA, SeaBASS [241], and Zen-
odo contain diverse data sets from many different cruises and instruments, which are some-
times bundled together into larger data releases [50]. These archival data can be used again
for novel research, such as in Chapter 5, which discusses instrument validation through inter-
comparisons between multi- and hyperspectral data.

The research described in this thesis was performed within the Horizon 2020 project
MONOCLE5, which had as one of its aims to improve the validation of remote sensing data.
To this end, several low-cost in-water [242] and above-water spectroradiometers, including
iSPEX 2 (Chapter 6), were developed and tested in the field (Figure 1.10). The low cost
of these instruments makes them attractive for autonomous use, such as mounting one on a

4The complex refractive index consists of a real part (Section 1.2.2) and an imaginary part describing absorption.
5Multiscale Observation Networks for Optical monitoring of Coastal waters, Lakes and Estuaries, https://mono

cle-h2020.eu/

https://monocle-h2020.eu/
https://monocle-h2020.eu/
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ferry, for large-scale deployment, and for use by citizen scientists. This in turn increases the
scale and diversity of the obtained validation data, while also providing the community with
new instruments for novel research.

1.4 Citizen science

Citizen science or participatory research is the involvement of non-professionals (citizens) in
the scientific process. There are several types of involvement, ranging from crowdsourcing,
where citizens collect data for professional researchers, to co-creation, where the citizens are
involved in various aspects of formulating and investigating a research question [95, 243].
Citizen science projects exist across this spectrum in many scientific fields, particularly in
biological, ecological, and geographical research [244]. On a metalevel, research into citizen
science itself is focused on determining and optimising participant motivation and retention;
data quality, quantity, and value; and the interaction between professional and citizen scien-
tists [95, 245–247].

Citizen involvement in science brings many benefits both to the citizens and to profes-
sional scientists, and provides insights that could not be obtained by either group alone.
Crowdsourcing greatly expands the amount and diversity of data that can be gathered, which
is desirable in most fields of environmental science (Sections 1.1.4 and 1.3.4). For exam-
ple, in the first measurement campaign using the iSPEX smartphone spectropolarimeter, on
8 July 2013, 6 007 measurements of aerosol optical depth throughout the Netherlands were
conducted by citizen scientists [94]. To obtain similar levels of spatial coverage with pro-
fessional ground-based sensors would be prohibitively expensive, while satellites could not
provide the spatial resolution and revisit time. Involvement of citizens in the processing, anal-
ysis, and interpretation of data provides professional scientists with novel insights [248,249],
such as local information about a measurement site that an external researcher otherwise
would not have known (Section 1.3.3). Simultaneously, the citizen participants gain a greater
understanding of the scientific process in general and their project in particular, which in
turn empowers them as social and political stakeholders [66, 250, 251], as encouraged in the
United Nations Sustainable Development Goals and European Green Deal [252, 253]. It is
important to ensure that all parties, citizen and professional alike, fulfil their motives, and to
prevent negative impacts such as interpersonal conflicts from occurring [247].

Because of its great importance to society (Section 1.1), water research has always been a
popular field for citizen science. Many of these projects are conservation efforts, for example
monitoring plastic pollution [77, 254]. Participants’ intimate knowledge of their local study
site enables them to identify changes, abnormal events, and long-term trends that outside re-
searchers cannot [248, 249]. A major motivation for many participants is a desire to protect
their local environment and community, in addition to a desire to learn more and contribute
to scientific advances [255, 256]. After all, citizens are the most important societal stake-
holders in and funders of water research and policy [1]. Citizen science benefits from having
many, diverse participants, but recruiting and retaining them is difficult and demographics are
often skewed [257]. For a broader overview of citizen science in water research, the reader
is referred to [243, 248, 249, 258]; citizen motivation and retention is discussed further in
Chapter 2.

Citizen science benefits from access to low-cost equipment, with the Secchi disk for water
transparency measurements and Forel-Ule scale for water colour as prominent examples.
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The Secchi disk was first used by papal astronomer Angelo Secchi6 in 1865 to measure
water transparency [259, 260]. It is a white or black-and-white disk, normally ∼30 cm in
diameter, which is lowered into the water on a rope until it disappears from view. The depth
at which it is no longer visible is the Secchi disk depth zS D. The value of zS D is related to
the beam attenuation coefficient c (Section 1.3.1) and the diffuse attenuation coefficient Kd,
an AOP describing the change in Ed with depth, although the exact relation remains a matter
of debate [14, 259, 261–263]. zS D is deepest (>80 m) in clear ocean waters and shallowest in
turbid Case II waters with heavy particle loads [261]. For example, zS D in highly turbid Lake
Balaton (Chapter 4) can be as shallow as 20 cm [264]. The simplicity of the Secchi disk makes
it ideal for citizen science since participants can 3D-print or craft their own disk [265, 266].
Variants such as the Secchi tube are also in use [66]. A new smartphone application for
Secchi disk measurements7 was developed within the aforementioned Horizon 2020-funded
MONOCLE project.

The Forel-Ule (FU) scale is a standardised 21-colour scale to classify water colour, first
devised in the 1890s by François Forel and Willi Ule [267,268] and to some extent revived in
the 2010s by Marcel Wernand [269]. Measurements are performed by comparing the apparent
colour of the Secchi disk at zS D

2 with a physical colour scale. The FU scale can be used without
a Secchi disk by looking straight down the water column, provided the bottom is not visible,
but this biases the result by up to 2 FU [270]. Century-long FU time series with global
coverage enable the study of long-term changes in ocean colour and chl-a concentration [10,
271]. The FU scale is also used for validation of remote sensing products [270, 272] since
multi- or hyperspectral Rrs can be converted to FU through spectral convolution (Chapter 5).
Use of the FU scale in citizen science is discussed further in Chapters 2 and 4.

Smartphone cameras are particularly promising as low-cost spectroradiometers. Recent
years have seen a flurry of smartphone-based research in environmental science [273] and
many other fields (Section 3.1). Both professional and citizen science benefit from the high-
end cameras in modern smartphones. As discussed in Sections 1.2 and 3.2, smartphone and
other consumer cameras typically have three spectral bands, red-green-blue or RGB, covering
the visible range. These capabilities can be expanded with spectroscopic add-ons [98, 143].
For example, the iSPEX add-on enabled spectropolarimetry on smartphones and, as men-
tioned above, was used to crowdsource AOD [94]. Citizen scientists participated out of an
interest in the science and a desire to contribute to the field [256]. Unfortunately, the quality
of individual observations was limited by software restrictions on the smartphone cameras,
although the uncertainty was reduced by averaging over multiple devices. Furthermore, the
add-on did not fit on newer smartphones. In water research, the HydroColor and EyeOn-
Water apps have been used by thousands of professional and citizen scientists to measure
Rrs and water colour [121, 274]. Validation studies of both have shown agreement with
reference instruments, but have also found large inaccuracies and uncertainties upwards of
30% [275, 276]. In all three examples, issues of data quality stem from the need to use JPEG
data, which are heavily compressed and non-linear. These limitations are addressed in this
thesis in Chapters 3, 4, and 6.

Achieving a high impact with citizen science requires trust in the robustness of methods,
data, and results [277]. Trust can be achieved through standardisation of the data acquisi-
tion and processing, for example by providing participants with standardised equipment [77].

6Better known among astronomers for his contributions to spectroscopy and solar physics and his catalogue of
double stars [259].

7https://monocle-h2020.eu/Sensors_and_services/Mini-secchi_disk

https://monocle-h2020.eu/Sensors_and_services/Mini-secchi_disk
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Keeping the methodology similar to that of professional measurements, such as HydroColor
following the standard (Mobley) protocol for Rrs measurements [121, 209], further increases
trust. At the same time, data quality is highest when the methodology is simple [254, 277].
Trust in results requires consistent reporting, using standard quantities [77] and including un-
certainties [278], and rigorous validation by participants and third parties [275, 276]. Citizen
scientists’ trust in results is also influenced by interpersonal factors [279]. Well-designed
citizen science projects can achieve a data quality similar to professional science [277]. This
thesis discusses standardisation, data quality, and uncertainty in citizen science data in Chap-
ters 2, 3, and 4.

1.5 This thesis: Accessible remote sensing of water

The aim of this thesis is to investigate and improve accessibility and uncertainty in remote
sensing and citizen science, so that these techniques can better deliver the desired improve-
ments to cost, scale, and reproducibility of water research (Section 1.1.4). Accessibility is
improved by accounting for disability in citizen science (Chapter 2) and by developing con-
sumer cameras as low-cost instruments for remote sensing by professional and citizen scien-
tists (Chapters 3, 4, and 6). Increased accessibility is associated with a lower cost and wider
scale of water research. We assess and reduce the uncertainty in measurements by citizen
scientists and measurements from consumer cameras (Chapters 2, 3, and 4), as well as the
uncertainty in comparing and combining data from different professional instruments (Chap-
ter 5). Better characterised and reduced uncertainty leads to higher reproducibility. Chapter 7
provides a general synthesis, discussion, and future outlook. Short summaries of each chapter
are provided below.

The research described in this thesis was performed over a 4-year period, from 2018 to
2022, within the MONOCLE project. Due to various internal and external factors, most
prominently the COVID-19 pandemic, our original plans had to be adapted multiple times
and we were unable to perform much of the planned field work and citizen science exper-
iments. As a result, the research topics of Chapters 2–6 are quite diverse. However, as
described above, they all deal with different aspects of two core topics, namely accessibility
and uncertainty in remote sensing of water. The chapters are arranged by the dimensionality
of their respective data, from multispectral (Chapters 2–4) through hyperspectral (Chapter 5)
to spectropolarimetric (Chapter 6), but can be read in any order.

Chapter 2. Citizen science with colour blindness: A case study on the Forel-Ule scale.
Colour vision is often used in citizen science, including Forel-Ule measurements (Sec-
tion 1.4). However, up to 1 in 11 participants have deficient colour vision (Section 1.2.2). In
this chapter, we simulate the effects of colour blindness on Forel-Ule measurements to quan-
tify the resulting uncertainty. Based on the results, we suggest likely effects on participant
motivation and retention, and offer general recommendations on improving accessibility and
quantifying uncertainty in citizen science [280].

Chapter 3. Standardised spectral and radiometric calibration of consumer cameras.
Consumer cameras, particularly onboard smartphones and UAVs, are now commonly used
as scientific instruments (Section 1.4). However, their data processing pipelines are not opti-
mised for quantitative radiometry and their calibration is more complex than that of scientific
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cameras (Section 1.2). The lack of a standardised calibration methodology limits the in-
teroperability between devices and, in the ever-changing market, ultimately the lifespan of
projects using them. In this chapter, we present a standardised methodology and database
(SPECTACLE) for spectral and radiometric calibrations of consumer cameras. The method-
ology is applied to seven popular cameras to characterise their performance and quantify
uncertainties. Through calibration and the use of RAW data, we lay the groundwork for us-
ing consumer cameras to perform professional-grade spectroradiometry [281].

Chapter 4. Accuracy and reproducibility of above-water radiometry with calibrated
smartphone cameras using RAW data.
In this chapter, we apply the results and recommendations from Chapter 3 to above-water
radiometry. We measure Rrs and water colour on and around Lake Balaton, Hungary, with
two smartphones and two hyperspectral reference instruments for validation (Section 1.3).
We quantify the uncertainty, reproducibility, and accuracy of the resulting data and compare
these to professional spectroradiometers and existing citizen science approaches (Sections 1.2
and 1.4). We find that smartphone cameras perform similarly to professional instruments. The
typical uncertainty of individual smartphone measurements is ≤5% in radiance, 1.9–8.1% in
Rrs, and 0.5–1.9% in Rrs band ratios. The typical difference between two smartphones is
6.9% in radiance, 5.5% in Rrs, and 2.9% in Rrs band ratios. Lastly, the typical difference
between smartphone and reference data is ≤19% in radiance, ≤13% in Rrs, and ≤1.9% in Rrs

band ratios, barring one outlier. Based on these results, we offer practical recommendations
for using consumer cameras in professional and citizen science [282].

Chapter 5. Biases from incorrect reflectance convolution.
Reflectance measurements from hyperspectral instruments are converted to multispectral
bands (Section 1.2.2) through spectral convolution. This is done to combine time series, vali-
date instruments, and apply retrieval algorithms (Section 1.3). However, convolution is often
done incorrectly, with reflectance itself convolved rather than the underlying (ir)radiances. In
this chapter, the resulting error is quantified for simulated and real instruments. Significant
biases, up to 5%, are found. Based on these results, we suggest that this error was partially
responsible for uncertainties found in previous work and recommend that future work apply
spectral convolution correctly [283].

Chapter 6. A universal smartphone add-on for portable spectroscopy and polarimetry:
iSPEX 2.
In this chapter, we present a new smartphone spectropolarimeter, iSPEX 2. It succeeds the
original iSPEX add-on (Section 1.4). The optical design is presented and the manufacturing
process is detailed. Through universal smartphone support and a data processing pipeline
based on Chapter 3, we aim to improve the accessibility and data quality compared to the
original. An initial validation measurement is presented as a proof of concept. Finally, we
suggest possible applications of iSPEX 2 for professional and citizen science [284].

Chapter 7. General discussion and future outlook.
In this chapter, we synthesise the overall findings of Chapters 2–6 and discuss them relative
to the current state and future direction of the field. Initial findings from a follow-up project
on spectropolarimetry of floating debris are also presented. Finally, the major conclusions
and recommendations of this thesis are summarised.
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2 | Citizen science with colour blindness: A
case study on the Forel-Ule scale

Adapted from

Olivier Burggraaff, Sanjana Panchagnula, Frans Snik

PLOS ONE, 16(4), e0249755 (2021)

doi:10.1371/journal.pone.0249755

Many citizen science projects depend on colour vision. Examples include classification of
soil or water types and biological monitoring. However, up to 1 in 11 participants are colour
blind. We simulate the impact of various forms of colour blindness on measurements with the
Forel-Ule scale, which is used to measure water colour by eye with a 21-colour scale. Colour
blindness decreases the median discriminability between Forel-Ule colours by up to 33% and
makes several colour pairs essentially indistinguishable. This reduces the precision and accu-
racy of citizen science data and the motivation of participants. These issues can be addressed
by including uncertainty estimates in data entry forms and discussing colour blindness in
training materials. These conclusions and recommendations apply to colour-based citizen
science in general, including other classification and monitoring activities. Being inclusive
of the colour blind increases both the social and scientific impact of citizen science.

https://doi.org/10.1371/journal.pone.0249755
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2.1 Introduction

Colour measurements are common in citizen science. They are often done using red-green-
blue (RGB) consumer cameras such as smartphones [121, 281, 285], but also with the hu-
man eye. Human colour measurements are used in such diverse fields as coral reef moni-
toring [286], snail evolution [287], soil surveying [288], climate adaptation [289], and water
colour [265, 290, 291]. The data are expressed through a qualitative label [287] or by com-
parison with a colour chart [265, 286, 288, 290–292]. Colour is a useful proxy for underlying
properties such as chemical composition [292, 293] and the simplicity of measuring with the
eye enables low-cost measurements over large areas and long time series [271, 293].

Accessibility and inclusivity are key to successful citizen science [294, 295]. A large and
diverse group of participants increases the social and scientific impact of citizen science [255,
256, 287, 294]. However, recruiting and retaining participants is challenging [95, 294–296].
Important motivations to participate are a feeling of contributing to science and environmental
protection [95, 255, 256, 288, 296], learning [256, 289, 296], and simply having fun [95, 255,
256, 290, 294]. Common reasons to stop participating include mis- or not understanding the
project [256], perceiving the data as not valuable [255,286,296], and difficulty in performing
the measurements [288, 290, 296, 297].

While colour vision is often assumed to be universal, many differences exist between
individuals. Colour blindness, or colour deficiency, affects up to 9% of men and 2% of
women, depending on ethnicity and other genetic factors [155]. It reduces or even eliminates
one’s ability to distinguish certain colours, most commonly red and green [155]. Colour
blindness is typically congenital [154,155,298–300], but can also be acquired through age or
disease [300, 301].

Three forms of colour blindness exist, namely anomalous trichromacy, dichromacy, and
monochromacy. Each affects the eye’s three pigments in a different way. These pigments
are labelled LMS for long-, medium-, and short-wave, respectively, with peak sensitivity
wavelengths of 560, 530, and 420 nm [154]. In anomalous trichromacy, a single pigment has
an atypical spectral response, reducing one’s colour discrimination abilities [154, 298, 302].
This is called protanomaly, deuteranomaly, or tritanomaly, for the respective LMS pigments.
Dichromacy is a complete lack of one pigment, similarly called protanopia, deuteranopia,
or tritanopia [154]. Finally, monochromacy is a complete lack of multiple cones, causing a
full lack of colour vision. Monochromacy is exceedingly rare [154,299] and is not discussed
further in this work.

Colour blindness is often treated as a continuous spectrum from regular colour vision
(all pigments present and typical) through degrees of anomalous trichromacy (one pigment
atypical) to dichromacy (one pigment wholly missing) [154, 155, 301]. For simplicity, the
three LMS deficiencies are referred to as protan, deutan, and tritan, respectively [155]. Protan
and deutan are the most common, affecting for example up to 9% of men and 0.6% of women
in Europe, as well as 7% of men and 2% of women in China [155]. The prevalence of tritan
in the West is on the order of 1:10 000 [300], though higher prevalences have been reported
in other locations [303].

Colour blindness limits the accessibility of citizen science that involves colour measure-
ments for up to 1 in 11 participants. However, to our knowledge, little research has gone into
its potentially far-reaching consequences. Such work has been done for science communica-
tion, for example in designing inclusive colour maps [302, 304].

As a case study, we investigate the impact of colour blindness on water colour measure-
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Figure 2.1: The Forel-Ule scale. The individual FU colours are shown on the right, a comparison to the
human gamut on the left. The gamut is plotted in (x, y) chromaticity, normalized from CIE XYZ and
shown with a constant brightness, and converted to sRGB. The FU scale increases from 1 (bottom left)
to 21 (far right). The shaded area represents the full gamut of regular colour vision, while the coloured
triangle represents the sRGB colour space, which most computer monitors are limited to. The perceived
colours may vary depending on monitor or printer settings and the reader’s own colour vision.

ments with the Forel-Ule (FU) scale. This scale quantifies human water colour measure-
ments [305] by assigning a numerical value from 1–21 to a predetermined set of colours,
shown in Figure 2.1. These range from indigo blue (FU 1) through green (FU 11) to cola
brown (FU 21). First used in the 1890s by Forel and Ule [267, 268], it provides the longest
continuous record of ocean colour [271]. For instance, Wernand and Van der Woerd used
17 171 archival FU measurements from 1930 to 1999 to derive long-term biogeochemical
trends in the Pacific Ocean [293]. Properties of a water body that can be derived from its
colour include suspended particles, dissolved organic matter, and algal pigments such as
chlorophyll-a [10, 271, 293].

The FU scale is commonly used by professionals [272, 293] and by citizen scientists
[265,291]. Measurements are done by comparing a physical standard colour scale to a water
body. For citizen science, the original scale made from 21 vials of pigment mixes [306]
may be replaced with plastic filters [291] or a printed version [265], making it easier to use.
Having this physical reference reduces the effects of variations in illumination, though in all
cases it is difficult to guarantee colour consistency.

We use simulations to determine the effects of colour blindness on FU measurements.
Such digital simulations accurately reproduce colour blind vision [302, 307]. The discrim-
inability of the resulting shifted colours is assessed using the CIE ∆E00 colour difference
measure [308]. This way, the impact of colour blindness on FU measurements is quantified.
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Based on these results, we make general recommendations for dealing with colour blind-
ness in citizen science. These include guidelines for data entry protocols and training mate-
rials, benefiting citizen motivation and data quality. Moreover, the methods applied in this
work are easily generalized to other colour-based tools. This enables authors to account for
colour blindness in the design stage of new citizen science projects. While some projects
have opted for simplified colour scales [292], this significantly reduces the information con-
tent [10] of all data, including those from colour blind participants. Simplified colour scales
are thus generally not an ideal solution to this problem.

Section 2.2 describes the methods used to simulate colour deficiency and assess colour
discriminability. Results are presented in Section 2.3 and discussed in Section 2.4. Finally,
conclusions and recommendations are drawn up in Section 2.5.

2.2 Methods

The colour blindness simulations and analysis were implemented in custom Python scripts
available from GitHub8.

2.2.1 Forel-Ule scale
Tristimulus (CIE XYZ) values for the FU scale were derived by Novoa et al. from transmis-
sion spectroscopy [306]. The corresponding (x, y) chromaticities are shown in Figure 2.1.

Four illuminants were considered, namely E (equal-energy) and D55, D65, and D75 (day-
light). These illuminants quantify differences in lighting conditions and are used to express
colour appearance in a standardised manner [101]. The FU scale is defined with an E illumi-
nant [306] but measurements take place in daylight, making D-type illuminants more repre-
sentative [291]. Conversion between illuminants was done in XYZ space using the Bradford
chromatic adaptation matrices provided on Bruce Lindbloom’s website [309].

The tristimulus values were first converted to the LMS colour space, representing the
relative excitations of the LMS cones [302, 310]. This was done through the Hunt-Pointer-
Estevez matrix [310], as shown in Equation (2.1). Here [ L M S ]T and [ X Y Z ]T are the vector
representations of a single colour in LMS and XYZ, respectively. L

M
S

 =

 0.38971 0.68898 −0.07868
−0.22981 1.18340 0.04641

0.00000 0.00000 1.00000


XYZ

 (2.1)

2.2.2 Simulation of colour blindness
Colour blindness was simulated by mapping colours from the LMS colour space representing
regular vision to a reduced colour space representing colour deficiency [302,307,311]. This is
a mathematical representation of how colour appearances shift due to colour blindness, based
on the observed colour perceptions of dichromats [307]. Since for dichromats and anomalous
trichromats, two out of three cones are unaffected, the responses of those cones to a given
colour are unchanged. The simulation determines the response of the third, deficient cone
that imitates for a regular observer the colour perceived by a colour blind person [307, 311].

8https://github.com/burggraaff/cbfu

https://github.com/burggraaff/cbfu
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This in turn allows us to apply discriminability metrics developed for regular colour vision to
the simulated perceived colours.

The LMS-space vectors ~cL were modified using a cone-deficiency transfer matrix Tk. Tk
is the identity matrix I3 with one diagonal element (T 00

k , T 11
k , T 22

k for protan, deutan, tritan,
respectively) reduced to a relative cone contribution k. This is shown in Equations (2.2) and
(2.3) for protan with its respective matrix Tp

k [302,311]. k ranges continuously from 1 (regular
vision) to 0 (dichromacy). It represents the relative contribution of a specific cone to colour
vision but does not correspond directly to a physical property of the eye. The elements q1
and q2 of Tk shift the response from the deficient cone (L in the example) to the others. L′

M′

S ′

 =

k qp
1 qp

2
0 1 0
0 0 1


 L
M
S

 (2.2)

~c′L = Tp
k~cL (2.3)

The cone transfer matrices for protan Tp
k, deutan Td

k, and tritan Tt
k are as follows:

Tp
k =

k qp
1 qp

2
0 1 0
0 0 1

 Td
k =

 1 0 0
qd

1 k qd
2

0 0 1

 Tt
k =

 1 0 0
0 1 0
qt

1 qt
2 k

 (2.4)

The elements q1, q2 were determined by noting that colour blind people retain regular
vision for white and a complementary colour (blue for protan and deutan, red for tritan)
[302, 307, 311]. In other words, Tk has eigenvectors ~wL = [ 1 1 1 ]T (white) and either ~bL

(blue) or ~rL (red) with eigenvalues 1. This is shown in Equations (2.5) and (2.6).

Tp
k
~bL = ~bL Td

k
~bL = ~bL Tt

k~rL = ~rL (2.5)

Tp
k~wL = ~wL Td

k~wL = ~wL Tt
k~wL = ~wL (2.6)

For each case, a system of two equations with two unknowns q1, q2 and one variable k was
derived, with Lb,Mb, S b the LMS coordinates of the blue reference vector ~bL and Lr,Mr, S r

those of ~rL:

kLb + qp
1 Mb + qp

2S b = Lb kMb + qd
1Lb + qd

2S b = Mb kS r + qt
1Lr + qt

2Mr = S r (2.7)

k + qp
1 + qp

2 = 1 k + qd
1 + qd

2 = 1 k + qt
1 + qt

2 = 1 (2.8)

Solving for q1, q2 gave the following expressions:

qp
1 = 1 − k − qp

2 qd
1 = 1 − k − qd

2 qt
1 = 1 − k − qt

2 (2.9)

qp
2 = (1 − k)

Mb − Lb

Mb − S b
qd

2 = (1 − k)
Lb − Mb

Lb − S b
qt

2 = (1 − k)
Lr − S r

Lr − Mr
(2.10)

The sRGB blue and red primaries are typically used for ~bL and ~rL, respectively, as this
technique is used in the field of computer graphics [302, 311]. While other primaries could
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be used, such as monochromatic wavelengths [307], this makes little difference [302] so we
followed the convention.

We calculated Tk for protan, deutan, and tritan with 1 ≥ k ≥ 0 in intervals of 0.01, and
transformed the 21 FU colours with each Tk. The modified vectors were then transformed
back to XYZ and analyzed. This was implemented in Python through NumPy’s einsum
method [312].

2.2.3 Colour discrimination
Discriminability of the transformed FU colours was assessed in the CIE Lab (1976) colour
space. CIE Lab is approximately perceptually uniform, its components representing lightness
(L∗), green-red (a∗), and blue-yellow (b∗) [101]. While FU colour assignment is typically
done in (x, y) chromaticity (normalized XYZ) through the hue angle [10, 285], this approach
does not work for dichromacy, which reduces the chromaticity plane to a line [307]. The
Euclidean distance in XYZ coordinates also could not be used, as XYZ is not perceptually
uniform [313].

Discriminability was quantified through the ∆E00 metric [308], which expresses the dif-
ference between colour pairs. The full formula for ∆E00 is given in [308] and not reprinted
here due to its length; our Python implementation passed all the example cases in said pa-
per. A value of ∆E00 = 2.3 corresponds to a just-noticeable difference (JND), the smallest
difference an average observer can distinguish [101, 314].

For each deficiency simulation, the ∆E00 difference between each of the 21 transformed
FU colours was calculated, giving a 21×21 confusion matrix. In this, any colour pairs where
∆E00 < 1 JND cannot be discriminated at all, while pairs with 1 ≤ ∆E00 ≤ 3 JND are
discriminable with difficulty. Pairs with ∆E00 > 3 JND were considered discriminable.

2.3 Results

2.3.1 Colour blindness simulation
The appearance of the FU scale with varying degrees of colour blindness, simulated as in
Section 2.2.2, is shown in Figure 2.2. The observed changes qualitatively match those seen
in previous work [302, 311] and were anecdotally confirmed by one of the authors (deuter-
anomalous) and a colleague (protanopic). The largest colour shifts are seen for tritan, as
expected since it affects the perception of blue light and many FU colours are shades of blue.

Colour blindness narrows the gamut of the FU scale, as shown in Figure 2.3. It has
little effect on the lightness (L∗) of the FU scale but affects its colour components. Protan
and deutan (red-green blindness) reduce the range of a∗ (red-green) while tritan reduces the
range of b∗ (blue-yellow). These shifts imply that colour blindness reduces the ability to
discriminate FU colours based on hue, meaning the user will have to rely more on lightness.
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Figure 2.3: Forel-Ule colours in CIE Lab space. Both regular and deficient vision are included. Regular
vision is hidden in the top and bottom panels behind protan and deutan. These affect the a∗ (green-red)
coordinate the most while tritan affects b∗ (blue-yellow) the most. None of the deficiencies significantly
affect L∗ (lightness).
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Figure 2.4: Confusion matrices for regular and deficient colour vision. The top panels show the full
range of ∆E00, while the bottom panels have a narrower colour bar, in units of just-noticeable difference
(JND, ∆E00 = 2.3). Even with regular vision, some pairs of FU colours are difficult to distinguish
(∆E00 ≤ 3 JND) Protan and deutan primarily decrease the discriminability of the middle (green) and
high (brown) colours, while tritan primarily affects the low (blue) colours, as expected.
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2.3.2 Colour discrimination

The discriminability of FU colours is reduced by colour blindness. The confusion matrices
for regular and deficient vision, calculated as in Section 2.2.3, are shown in Figure 2.4. They
show that the reduced range in a∗ (red-green) for protan and deutan and in b∗ (blue-yellow)
for tritan, observed in Section 2.3.1, reduce the discriminability at opposite ends of the FU
scale. The former primarily affect FU 10–21 (green–brown) while tritan affects FU 1–9
(blue–green).

Several pairs of FU colours become fully indistinguishable. Deuteranopia causes two
colour pairs (FU 19-20 and 20-21) to fall within 1 JND and thus become indistinguishable.
For tritanopia, six pairs become indistinguishable, namely 1-2, 1-3, 2-3, 3-4, 4-5, and 5-6.
Protanopia does not cause indistinguishable pairs.

Additionally, many more pairs exhibit reduced discriminability. While most adjacent
pairs are <3 JND apart even with regular colour vision, deficiency extends this further off

the diagonal. In particular, protan and deutan cause confusion between the central colours
(FU 9–13), which is also apparent from Figure 2.3 as they have similar L∗, a∗, and b∗. On
the other hand, tritan significantly reduces the discriminability of FU 1–9. As seen in Fig-
ure 2.5, the number of pairs within 3 JND increases from 17 (regular) to 24 (protanopia),
21/24 (deuteranopia/deuteranomaly), or 30 (tritanopia).

These trends also apply to partial colour blindness (anomalous trichromacy). Figure 2.5
shows the relation between k and median/minimum ∆E00 as well as the number of indistin-
guishable pairs. The median decreases smoothly for protan, deutan, and tritan (from 33 to 27,
26, and 22, respectively) from k = 1 to 0. The minimum ∆E00 decreases smoothly for protan
and deutan (from 3.3 to 2.5 and 2.2, respectively) while the tritan curve is piecewise smooth.
Fully indistinguishable pairs (∆E00 < 2.3) appear at k ≤ 0.20 for deutan and tritan.
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Figure 2.5: Discriminability of Forel-Ule colours. The median and minimum (left) ∆E00 difference
between FU colour pairs, and the number of pairs within 3 and 1 JND (right), are shown as a function of
the relative cone contribution k. k ranges from 1 (full colour vision) to 0 (dichromacy), with intermediate
values representing partial colour blindness (anomalous trichromacy). Pairs with ∆E00 < 1 JND are
fully indistinguishable, pairs with <3 JND are difficult to distinguish (Section 2.3.2).
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Chromatic adaptation with a daylight illuminant (Section 2.2.1) did not affect these re-
sults. While the ∆E00 between some pairs changed by up to 1 JND, the patterns seen in
Figures 2.4 and 2.5 remained, as did the previously discussed pairs of non-discriminable
colours.

2.3.3 Practical consequences
In practice, FU measurements always have an uncertainty of ≥1 FU units. This is due to
viewing conditions at the time of measurement including waves, specular reflections, and
uneven illumination. As seen in Section 2.3.2, adjacent pairs of FU colours are difficult to
distinguish (∆E00 < 3 JND) even with regular vision.

Colour blindness increases the uncertainty on FU measurements. Observers with protan
or deutan experience increased difficulty in distinguishing adjacent pairs. Moreover, protans
have difficulty distinguishing FU 9–13 while for deutans, FU 19-20 and 20-21 are completely
indistinguishable. For a FU 20-type water body, a deutan cannot specify their observation
more precisely than 19–21. Furthermore, ∆E00 = 2.33 for FU 18 and 20, further reducing
this precision to 18–21 given imperfect viewing conditions. Similarly, since tritans cannot
distinguish six pairs of colours in the FU 1–6 range, they can provide little precision on 99%
of global surface waters [10].

This increased uncertainty affects data quality and user motivation. This is further dis-
cussed in Section 2.4 and recommended guidelines for considering these issues are given in
Section 2.5.

2.4 Discussion
Simulating the effects of colour blindness on Forel-Ule (FU) measurements, we have found
significant reductions in colour discriminability and hence precision (Sections 2.3.2 and
2.3.3). This matches the authors’ and colleagues’ experiences in the field, and the simu-
lation methods are well-attested in other contexts [302, 304, 307]. However, wider validation
specific to the FU scale, with participants representing different types of colour blindness, is
desirable.

The reduction in precision due to colour blindness reduces the quality and value of citizen
science data. The magnitude of this effect depends on the type and severity of colour blind-
ness, as described in Section 2.3.3. Protans and deutans, the vast majority of colour blind
people in the West [155, 300], experience a reduction in median discriminability (∆E00) be-
tween FU colours of up to 21%; for tritans this is 33%. The uncertainty in FU data increases
correspondingly, though not evenly. For example, tritans’ ability to identify green-brown wa-
ters (FU 10–21) changes little, but they cannot distinguish the blue water types (FU 1–6) that
represent most global surface waters [10].

This reduction in data value can be addressed by modifying data entry protocols to include
uncertainties. Currently, many citizen science projects require users to provide a single value,
for example FU 9 or 10. An entry field for uncertainty, or allowing the user to enter multiple
values, accounts for the decrease in selectivity. Participants can estimate this uncertainty
themselves. Even FU measurements by participants with regular colour vision have a typical
uncertainty of ±1 FU (Section 2.3.2), which should be accounted for when using them to
validate remote sensing data [272]. Colour blindness, particularly dichromacy, increases this
uncertainty to up to ±3 FU.
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We propose three methods to include uncertainties in data entry forms. The first is simply
to include two fields, one for the best estimate (for example FU 9) and one for the estimated
uncertainty (e.g. ±2 FU). This method is commonly used in scientific publications but it
may be difficult for citizens to understand and apply [278], especially for asymmetric uncer-
tainties. The second method is to have participants estimate a sequential range of possible
values (e.g. FU 8–11), optionally including a single best estimate (e.g. FU 9). This is intu-
itive, simple to apply, and easily translated into traditional uncertainty intervals. It is most
applicable for sequential scales like FU where confusion occurs primarily between adjacent
numbers (Figure 2.4). The third method is to have participants select any number of possi-
ble values (e.g. FU 8, 9, 11). This is the most general method for discrete colour scales but
makes the uncertainties more difficult to process. It is best suited to colour scales with many
non-adjacent indistinguishable pairs. Our Python code (Section 2.2) can be adapted to other
colour scales to determine which method is most suitable. A more detailed discussion on
handling uncertainty in citizen science data is provided in [315].

Colour blindness can also affect the motivation of citizen scientists. As discussed in
Section 2.1, participants need to feel they are contributing to science with valuable data. A
participant presented with a colour scale where multiple colours appear indistinguishable may
dismiss the method as either too difficult or nonsensical, and stop participating [255,256,286,
288, 290, 296, 297]. This is especially true for one unaware of their colour blindness. Since
citizen science benefits from a large and diverse group of participants [255, 256, 287, 294],
participant retention is important.

Demotivation can be prevented by modifying training materials. Explaining the choice
of colour scale and how colour blindness affects its appearance helps participants understand
the method. Particular care should be taken in emphasising the value of citizen data, even
with colour blindness. For example, while tritans cannot distinguish the FU colours covering
the open sea, their ability to distinguish FU 10–21 differs little from regular vision. These
cover many inland waters [285, 316], which are commonly studied with the FU scale [305],
so training materials should emphasise the value of tritans’ observations there.

Training participants to estimate and provide uncertainties would further help them un-
derstand the value of their data [278]. Moreover, since uncertainty estimation is an integral
part of professional science, citizen scientists may even gain motivation from learning about
it [256, 289, 296]. For existing applications, if modifying data entry forms is impossible, ex-
plaining why colours may appear similar and how to pick a single colour would reduce the
perceived difficulty.

The severity of these motivational effects and the efficacy of these preventative measures
should be tested in practice. Comparing the retention of participants with regular and deficient
colour vision, with and without modified training materials and data entry forms, would serve
this purpose. This is ideally done in the design stage, as part of a co-creation process [256,
289].

Additional future work includes investigating the effects of other variations in colour
perception. Even among those with regular colour vision, variations in colour perception
exist [154], including demographical trends [155, 303]. Moreover, monochromacy was not
discussed in this work because of its rarity [299] but likely has an even more pronounced
effect on colour discriminability than the deficiencies investigated here.

Finally, unrelated to human observations, Figure 2.3 highlights the importance of light-
ness in distinguishing FU colours. Many FU index algorithms, which apply the FU scale to
remote sensing data, only account for chromaticity [10, 272, 285]. Introducing lightness to
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these algorithms may improve their precision and accuracy.

2.5 Conclusions & recommendations
Citizen science projects that depend on colour vision should account for colour blindness,
which affects up to 1 in 11 participants. For Forel-Ule water colour measurements, colour
blindness reduces the median discriminability between colours by up to 33% and makes mul-
tiple pairs of colours fully indistinguishable. This affects data quality and citizen motivation.

Modifying data entry forms to include uncertainty estimates would reduce the impact on
data quality. This can be done by letting participants estimate the uncertainty in their mea-
surement or choose multiple colours on the scale. Our provided Python code can be adapted
to determine the best suited method for different colour scales. Learning how to estimate
uncertainties may also increase participants’ motivation and understanding of science.

The impact on motivation is reduced by including colour blindness in training materials.
This includes explaining the colour scale and the difficulties colour blind participants may
face, but also emphasising the continued value of their data. Through improved retention,
this increases the number and diversity of the participants, which in turn increases both the
social and scientific impact of citizen science.
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Consumer cameras, particularly onboard smartphones and UAVs, are now commonly
used as scientific instruments. However, their data processing pipelines are not optimised for
quantitative radiometry and their calibration is more complex than that of scientific cameras.
The lack of a standardised calibration methodology limits the interoperability between de-
vices and, in the ever-changing market, ultimately the lifespan of projects using them. We
present a standardised methodology and database (SPECTACLE) for spectral and radiomet-
ric calibrations of consumer cameras, including linearity, bias variations, read-out noise, dark
current, ISO speed and gain, flat-field, and RGB spectral response. This includes golden stan-
dard ground-truth methods and do-it-yourself methods suitable for non-experts. Applying
this methodology to seven popular cameras, we found high linearity in RAW but not JPEG
data, inter-pixel gain variations >400% correlated with large-scale bias and read-out noise
patterns, non-trivial ISO speed normalisation functions, flat-field correction factors varying
by up to 2.79 over the field of view, and both similarities and differences in spectral response.
Moreover, these results differed wildly between camera models, highlighting the importance
of standardisation and a centralised database.

https://doi.org/10.1364/OE.27.019075
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3.1 Introduction
Consumer cameras have seen increasing scientific use in recent years. Their low cost makes
them ideal for projects involving large scale deployment, autonomous monitoring, or cit-
izen science. Successful scientific applications include environmental monitoring [56, 94,
121, 162, 276, 285, 317–323], cosmic ray detection [324], vegetation mapping [325–329],
colour science [285, 330–335], and biomedical applications [336–343]. However, the use
of consumer cameras is made difficult by limited software controls and camera specifica-
tions. Inter-calibration of multiple camera models is complex and laborious and the market
constantly shifting, and for these reasons many projects are limited to only a few devices.
These constraints severely affect both the data quality and the sustainability of projects using
consumer cameras.

Smartphones, in particular, have become a common tool for research, thanks to their wide
availability and features such as wireless connectivity. Many scientific applications (apps) us-
ing smartphone cameras have been developed, across a variety of fields. A recent example is
HydroColor, a citizen science tool for remote sensing of water, specifically turbidity and re-
mote sensing reflectance Rrs. These are derived from RGB colour photographs using standard
inversion algorithms. Results from this app agree well with professional standard equipment,
with mean errors in Rrs and turbidity ≤26% compared to reference sensors. However, due
to software constraints, the app uses compressed JPEG data rather than raw sensor data and
assumes identical spectral responses for all cameras. These factors severely limit the possible
data quality. Nevertheless, HydroColor has already seen significant adoption by the com-
munity, and future developments may reduce the aforementioned limitations [121, 276, 318].
Another recent application of smartphone cameras is bioluminescent-based analyte quantita-
tion by smartphone (BAQS), a technique for the detection of bioluminescent bacteria. Using
BAQS, flux intensities down to the pW scale can be detected on some smartphone models;
however, on others, software constraints and dark noise severely limit its sensitivity [344]. As
a final example, Skandarajah et al. used smartphone cameras with conventional microscopes
for micron-scale imaging, for example of stained blood samples. Resolutions comparable to
scientific cameras were achieved, but intensity and colour measurements were limited by a
lack of camera control and factors including non-linearity and white balance [342]. A full re-
view of smartphone science is outside the scope of this work, and we instead refer the reader
to a number of extensive reviews by other authors [143, 345–351].

Smartphone spectroscopy is an active field of development [98,143]. Many spectroscopic
add-ons have been developed, including do-it-yourself models costing less than $10 at Pub-
lic Lab9. One early smartphone spectrometer was iSPEX, a spectropolarimetric add-on for
iPhone devices used by >3000 citizen scientists to measure aerosol optical thickness (AOT)
in the Netherlands in 2013. iSPEX data were found to agree well with reference sensors, with
a correlation coefficient of r = 0.81 between AOT values observed with iSPEX and with the
Moderate Resolution Imaging Spectroradiometer (MODIS) Aqua and Terra satellites [94].
However, the iSPEX data were limited in their polarimetric accuracy (absolute uncertainties
in the degree of linear polarisation (DoLP) ≈ 0.03), preventing quantitative measurements
of aerosol compositions and sizes [94]. This relatively large error stemmed from a lack of
camera controls, such as the inability to fix the focus of the camera to a controlled and re-
producible position. Furthermore, the sustainability of iSPEX in the fast-moving smartphone
market was limited by its need for device-specific calibrations.

9https://publiclab.org/wiki/spectrometry

https://publiclab.org/wiki/spectrometry
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Consumer uncrewed aerial vehicles (UAVs) with RGB cameras have similarly become
common scientific instruments. They provide a low-cost, high-resolution replacement for, or
complement to, satellite and airplane imagery, especially for environmental monitoring [325–
327, 352–354]. UAV data are increasingly being integrated with data from other platforms,
such as satellites [355].

However, few scientific consumer camera projects progress past a proof-of-concept on
a handful of camera models, which often become obsolete within two years, particularly in
the constantly shifting smartphone market. This severely limits the sustainability of projects
that require calibrations specific to each camera model. Difficulties in upscaling and future-
proofing such calibrations are an oft cited constraint on the combination of multiple cam-
era models [94, 319, 323, 324, 331, 349, 356]. Further complications are introduced by the
lack of control over camera hardware and software parameters such as focus and white bal-
ance [94, 142, 320, 325, 342, 344]. For example, the dominant smartphone operating sys-
tems, Android and iOS, only introduced support for unprocessed (RAW) imagery as re-
cently as 2014 (Android 5.0 ‘Lollipop’) and 2016 (iOS 10). Previously, third-party devel-
opers could only use JPEG data, which introduce a number of systematic errors due to their
lossy compression and bit-rate reduction [94, 121, 142, 317, 319, 334, 342, 349, 357]. Other
common problems in consumer camera data include non-linearity and the gamma correc-
tion [94, 121, 162, 285, 317, 322, 329, 332, 334, 338, 342, 357–362], electronic and thermal
noise [118, 319, 324, 344, 354, 363, 364], and highly variable (between camera models) spec-
tral response functions which are not provided by manufacturers [121, 317, 323, 331, 333,
334, 349, 351, 354, 358, 365]. These factors limit the accuracy of radiometric measurements
done with consumer cameras by introducing systematic errors. Furthermore, the accuracy
of colour measurements and their conversion to standard measures, such as the CIE 1931
XYZ and CIELAB colour spaces, is limited by distortions in the observed colours [330] and
differences in spectral response functions [331, 333–335].

Extensive (spectro-)radiometric calibrations of consumer cameras are laborious and re-
quire specialised equipment and are thus not commonly performed [333,361,366]. A notable
exception is the spectral and absolute radiometric calibration of a Raspberry Pi 3 V2 webcam
by Pagnutti et al. [118], including calibrations of linearity, exposure stability, thermal and
electronic noise, flat-field, and spectral response. Using this absolute radiometric calibration,
digital values can be converted into SI units of radiance. However, the authors noted the need
to characterise a large number of these cameras before the results could be applied in general.
Moreover, certain calibrations are device-dependent and would need to be done separately on
each device. Spectral and radiometric calibrations of seven cameras, including the Raspberry
Pi, are given in [358]. These calibrations include dark current, flat-fielding, linearity, and
spectral characterisation. However, for the five digicams included in this work, JPEG data
were used, severely limiting the quality and usefulness of these calibrations, as described
above.

Spectral characterisations are more commonly published since these are vital for quanti-
tative colour analysis. Using various methods, the spectral responses of several Canon [317,
329,333,334,354,358,361,367], Nikon [317,323,333,334,361,365–368], Olympus [333,334,
358], Panasonic [354], SeaLife [323], Sigma [366], and Sony [317,333,354,358,367] digital
cameras (digicams), as well as a number of smartphones [121,333], have been measured. Di-
rect comparisons between >2 different camera models are given in [121, 317, 333, 354, 358].
Common features include the peak response wavelengths for the RGB colour filters, approx-
imately 600, 520, and 470 nm, respectively, as well as a roughly Gaussian profile around the
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peak. Differences are found especially in the wings, notably the locations of secondary peaks
and near-infrared (NIR) and ultraviolet (UV) cut-off wavelengths. These may cause signifi-
cant differences in observed colours between cameras [331, 333], especially for narrow-band
sources.

Camera calibrations in the literature are often limited to a small number of cameras or
properties, either to narrow down the scope or because of limitations in time and equipment.
Furthermore, calibration data are published in varying formats, locations, and quality, compli-
cating their use by others. Standardised formats exist, such as those for vignetting, bias, and
colour corrections described in Adobe’s digital negative (DNG) standard [369], but have seen
limited adoption. The European Machine Vision Association (EMVA) standard 1288 [370]
for characterisation of cameras is extremely thorough, but has also seen limited adoption due
to the high-end equipment required [361] and its scope simply being too broad for many prac-
tical purposes. Similarly, standardised data sets or databases, for example containing spectral
response curves [333,366], have been created but these are limited in scope and, again, adop-
tion. To our knowledge, no widely adopted standardised methodology or centralised database
containing spectral and radiometric calibration data for consumer cameras has been created
thus far.

In this work, we present a standardised methodology for the calibration of consumer cam-
eras and a database, SPECTACLE (Standardised Photographic Equipment Calibration Tech-
nique And CataLoguE), containing calibration data for the most popular devices. The cali-
bration methodology is focused on simplicity and facilitating measurements by non-experts
and those lacking expensive equipment, similarly to [361] but with a broader scope including
software, optics, and sensor characteristics. The database is designed with openness and sus-
tainability in mind, focusing on community contributions. Furthermore, we strive to follow
previously existing standards, such as DNG [369] and EMVA 1288 [370], where practical.
Our focus is on radiometric and photometric measurements but these calibration data can
equally be used for colour science purposes, in particular to convert between colour spaces
using the measured spectral response curves. We stress that we have no financial nor commer-
cial interests in consumer cameras, and any comparison between devices is purely scientific.
The aim of our standardised methodology and the SPECTACLE database is merely to sim-
plify the use of data from consumer cameras, not to cast judgment on their quality.

Section 3.2 contains an overview of hardware and software trends in consumer cameras.
We present the standardised calibration methodology in Section 3.3. Section 3.4 contains
results from its application to several popular cameras and a description of the SPECTACLE
database. Finally, in Section 3.5 we compare our findings with previous work and discuss
future perspectives.

3.2 Trends in consumer cameras

Consumer cameras can be divided into four categories, namely smartphones, UAVs, digicams
(DSLR and mirrorless), and webcams. Despite serving very diverse purposes, these cameras
share common characteristics and can be calibrated with the same methods.

CMOS-based sensors now dominate the consumer camera market [98]. These are often
not produced in-house by camera manufacturers, but acquired from external parties, such as
Sony and Samsung. Different cameras often use the same sensor, such as the Sony IMX298
which is used in 12 smartphone models from 10 different manufacturers.
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Most colour cameras use Bayer filters, on-chip RGB filters arranged in a checkerboard
pattern, with two green pixels (G and G2) for every red or blue one [138]. The spectral
responses of these filters differ strongly between cameras and are further modified by fore-
optics [331]. Alternate pixelated filter arrangements exist, intended for example to reduce
aliasing, but with little adoption so far [371]. Data from the separate RGBG2 pixels can be
recombined through a process known as demosaicking to retrieve an image with interpolated
RGB values for each pixel. Many different schemes exist for this [371], ranging from simple
bilinear interpolation [118, 330, 354] to complex computational methods [140]. Consumer
camera software often includes proprietary demosaicking algorithms [329, 342] which may
introduce complex, unpredictable effects. Depending on their implementation, demosaicking
schemes typically mix data from different filters and remove their mutual independence, lead-
ing to undesirable cross-feed effects [118,121]. In any case, the added data are fully synthetic
and thus do not offer any new radiometric information. It is thus preferable for radiometric
applications to treat the RGBG2 images completely independently [329] and demosaic data
for visualisation purposes [118] only.

As discussed previously, the most commonly used digital file formats are JPEG (or JPG)
and RAW. In both formats, data are saved on a pixel-by-pixel basis in analogue-digital
units (ADU). ADU are alternately referred to as digital numbers (DN) in the literature, but
in this work we will use the ADU nomenclature. JPEG (ISO 10918) is based on lossy
spatial compression and downsampling to 8-bit values, optimal for small file sizes while
maintaining aesthetic qualities. Due to camera-specific processing and compression arte-
facts, JPEG images lose information and are not recommended for quantitative analysis
[94, 121, 142, 317, 319, 329, 334, 342, 349, 357]. While standardisations exist, such as the
standard Red Green Blue (sRGB) colour space and gamma curve [369], these are not strictly
adhered to and cannot be assumed in data processing [372]. Conversely, RAW files contain
relatively unprocessed sensor output, intended for manual post-processing. One factor com-
plicating the reduction of RAW data is their mosaicked nature, due to which they must be
demosaicked or treated as multiple independent images, as discussed above. Despite these
complications, their unprocessed nature makes RAW data highly preferable for scientific pur-
poses [118, 121, 329, 331, 334, 349].

Available camera controls generally include focus, exposure time, ISO speed (sensitivity),
and aperture. Focus and aperture are changed by physical movement of camera optics, though
most webcams and smartphones only allow a single, fixed aperture. ISO speed is set by
changing the camera gain, through analogue amplification or digital processing. Analogue
amplification involves varying the gain of the CMOS amplifiers, which can be done on the
level of individual pixels. Conversely, digital gain is implemented in post-processing by
simply re-scaling and interpolating measured digital values. Since ISO speed is a measure of
the overall sensitivity of the camera, including fore-optics, each camera (and possibly each
pixel) has a unique relation between ISO speed and gain. Finally, exposure time may be set
by a physical shutter (common in digicams) or an electronic one (common in smartphones).
Other parameters like white balance only affect processed imagery and are not relevant to
RAW photography.

Many cameras include some built-in calibrations, most notably for non-linearity, dark
current, and flat-fielding effects. Non-linearity corrections are typically based on previously
measured correction curves [104]. Dark current corrections (autodarking) are commonly
done using unilluminated exposures or permanently dark pixels around the sensor. Finally,
flat-fielding (specifically vignetting) is typically corrected using a pre-made correction map.
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A variety of methods for generating such maps exists, based for example on computational
methods using regular photographs [330,373–376], simply averaging many exposures [329],
and simply imaging white paper [377]. These maps are typically parametrised, for which
various methods also exist [118,329,330,369,374–377], the simplest being the cos4 model, a
combination of inverse square falloff, Lambert’s law, and foreshortening [374]. Alternately,
a pixel-by-pixel map of vignetting correction coefficients may be used. Such maps may be
device-specific or generalised for a camera model. Notably, iOS-based smartphones use the
seven-parameter parametrisation described in the DNG standard [369] (see Section 3.3.8)
while Android-based smartphones use pixel-by-pixel maps.

3.2.1 Smartphones

The smartphone market has become remarkably homogeneous in recent years, with virtu-
ally all models using the slate form factor, featuring a large touch screen, few buttons, and a
camera on either side of the device. The most popular smartphones are all iOS- or Android-
based. Both these operating systems now support RAW photography using Adobe’s DNG
standard [369], though not on all devices. Hardware properties are rarely released by manu-
facturers, and are instead often provided by reviewers through disassembly of the smartphone.

Smartphone cameras aim to reproduce the human eye and thus have similar optical prop-
erties [121]. Sensors, most commonly from the Sony Exmor series, are compact with 12–16
megapixels and a diagonal of 5–8 mm. Some devices focus on high-resolution imagery with
many pixels, while others are optimised for low-light conditions, with fewer but larger pixels.

Smartphones now increasingly have multiple rear cameras. These secondary cameras
offer features such as different fixed focal lengths and higher sensitivity, for example with a
different lens or a monochromatic sensor. All rear cameras are typically placed in a cluster at
the top right or top center of the smartphone.

3.3 Methods

In this section we describe the standardised methods for the calibration of consumer cameras.
We developed a custom data processing pipeline, implemented in Python scripts available on
GitHub10 and iOS11 and Android apps12.

Section 3.3.1 describes the experimental setups and data processing used in calibration
measurements. The methods used to characterise and calibrate the camera responses are
given in Sections 3.3.2–3.3.9. Finally Section 3.3.10 describes how consumer camera data
are converted into relative radiometric units using the previously described calibration mea-
surements. These units provide a constant scale, independent of exposure parameters and
individual device characteristics, for each camera model, a constant factor K per model away
from absolute radiometric units (W m−2 sr−1). Absolute radiometric calibration is outside the
scope of this work.

10https://github.com/monocle-h2020/camera_calibration
11https://github.com/monocle-h2020/spectacle_ios
12https://github.com/monocle-h2020/spectacle_android

https://github.com/monocle-h2020/camera_calibration
https://github.com/monocle-h2020/spectacle_ios
https://github.com/monocle-h2020/spectacle_android
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3.3.1 Experimental setup

This section describes the setups used in our golden standard ground-truth experiments. De-
scriptions of do-it-yourself (DIY) calibration methods are given in the relevant sections. All
images from all cameras were taken in RAW format; for the linearity measurements, simul-
taneous RAW and JPEG images were taken for comparison. As discussed in Section 3.2,
demosaicking schemes introduce synthetic data and undesirable cross-feed effects. For this
reason, in our data reduction the RAW images were split into separate RGBG2 images which
were analysed individually [329]. Multiple images were taken and stacked for each measure-
ment to improve the signal-to-noise ratio (SNR). On smartphones, the aforementioned iOS
and Android apps were used to control the camera and automatically take multiple exposures.
Exposure settings, including ISO speeds and exposure times were obtained from camera con-
trols where possible, since EXIF metadata values for these were found (Section 3.4.1) to be
unreliable.

The setup for measuring linearity, ISO-gain relations, and inter-pixel gain variations on
smartphones is shown in Figure 3.1. A halogen light source (OceanOptics HL-2000-LL)
was used, specified by the manufacturer to be stable to 0.15% peak-to-peak and drift <0.3%
per hour after a warm-up of 10 minutes. Its light was fed into an optical fiber (Thorlabs
M25L02) and collimated using two lenses (Thorlabs AC254-030-A with f = 30 mm and
AC508-200-A with f = 200 mm). Two linear polarisers (both Thorlabs LPVISE100-A, with
an extinction ratio ≥495 from 400–700 nm), the first rotatable and the second fixed, were used
to attenuate the light beam entering an integrating sphere (Thorlabs IS200). Using Malus’s
law (I = I0 cos2 θ), the rotation angle between the polarisers could be used to calculate the
attenuation. A calibration detector was not necessary since all experiments done with this
setup involve relative measurements only. Malus’s law was first fitted to a series of exposures
over the entire rotation range to determine the reference angle. The rotation angle of the
first polariser could be determined visually up to 2° precision, giving a typical uncertainty on
the attenuated intensity of 2.5%. Finally, smartphones were placed on top of the integrating
sphere, flush against the view-port. The farthest possible focus was used (infinity on Android
devices, an arbitrary number on iOS). All experiments done with this setup involved analysis
on the individual pixel and (broad-band) filter level, without any spatial averaging. Because
of this, differences in illumination due to spectral dependencies in the polariser throughput or
the integrating sphere output did not affect any of the experiments.

The linear polarisers can be replaced with alternate methods for attenuation, such as neu-
tral density filters. Attenuation can also be replaced completely by varying exposure times
instead, though physical attenuation may be more precise [118]. The integrating sphere may

Light source Fiber Collimator Linear polarizers Integrating sphere

Smartphone

Figure 3.1: Setup used to measure linearity, ISO-gain relations, and inter-pixel gain variations on smart-
phones. The first linear polariser was rotatable, the second fixed. Smartphones were placed with their
camera flush against the view-port at the top of the integrating sphere.
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be replaced by another diffuse surface, such as a Spectralon target. If sufficiently wide, the
light beam may also be shone directly onto the sensor; such a setup was used for digicams,
with the digicam in place of the collimator in Figure 3.1 at a sufficient distance to completely
illuminate the sensor. This was done to simplify the alignment process since our digicams
had large physical CMOS sizes. Since all measurements were done on the individual pixel
level, they were not affected by the added differences in illumination.

Bias, read-out noise, and dark current were measured on all devices by placing the camera
flush against a flat surface (such as a table), pointing down, in a dark room. The setups for flat-
fielding and spectral characterisation are described in Sections 3.3.8 and 3.3.9, respectively.

3.3.2 General properties
General hardware and software properties were retrieved from official specifications and com-
munity reviews. A survey across these provided an overview of basic physical and optical
parameters of cameras. On Android smartphones, the Camera2 API provides ample informa-
tion on such parameters, facilitating automatic data collection using an app.

The retrieved device properties included the camera type, manufacturer, product code
and internal identifiers, release year, the number of cameras (for smartphones), camera mod-
ule identifiers, and CMOS sensor models. Sensor properties included physical size, pixel
pitch, resolution, orientation with respect to the device, colour filter pattern, and bit depth.
Camera optic properties included focal length, f -number, neutral density filters (for high-end
smartphones), and a vignetting model if available. Finally, software and firmware proper-
ties included supported software versions, RAW and JPEG support, estimated bias value (see
Section 3.3.4), ISO speed range, exposure time range, and the active part of the sensor (ac-
counting for dark pixels, see Section 3.3.5).

3.3.3 Linearity
Sensor linearity was quantified by measuring the camera response to varying exposures, either
by attenuating a light source or by varying the exposure time, as discussed in Section 3.3.1.
We used the setup shown in Figure 3.1 with two linear polarisers to attenuate the light for
smartphones, since exposure times on those are not completely trustworthy (Section 3.4.1).
Conversely, for digicams, exposure times are reliable [361, 366] and thus were used instead
of physical attenuation to simplify the setup. A third method, varying the physical aperture,
changes the distribution of light on the sensor [374] and thus cannot be used to measure
linearity.

Two common types of non-linearity exist, either across the entire intensity range or only
at high intensities. The former is common in JPEG imagery due to the gamma correction
[329, 342] while the latter is expected in both JPEG and RAW data. We only investigated
the former since it has the largest impact on data quality, as described in Section 3.1. Non-
linearity at high intensities is easily negated by discarding data above a threshold value; we
use a threshold of ≥95% of the maximum digital value.

The linearity of each pixel was expressed through the Pearson correlation coefficient r, a
measure of the linear correlation between intensity and camera response. Pixels were anal-
ysed individually to negate differences in illumination and vignetting effects (Section 3.3.8).
Simulated responses of a perfectly linear camera with a mean error of 5% in the incoming
intensity simulating, for example, errors in exposure parameters or polariser alignment in the
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setup described in Section 3.3.1, as well as Poisson noise (σN =
√

N) and 10 ADU read noise
in the response were analysed. This included simulated measurements at 15 different expo-
sures, averaged over 10 images per exposure. These simulated data resulted in a mean value
of r = 0.996 ± 0.002 and a lower 0.1 percentile P0.1(r) = 0.985. To account for unforeseen
measurement errors, we set the cut-off for linearity at r ≥ 0.980.

Additionally, the JPEG data were compared to sRGB-like profiles to determine whether
gamma inversion [285] is possible. The sRGB-like profiles are described by Equation (3.1),
with JC the JPEG response (0–255) in band C, n a normalisation factor, γ the gamma correc-
tion factor and I the incoming intensity in arbitrary units. The JPEG response of each pixel
was individually fit to Equation (3.1) with n and γ as free parameters. Additionally, profiles
with standard γ values (2.2 and 2.4 [285]) were fit to the JPEG data (with n free) to determine
the accuracy of these standards.

JC = 255 ×

12.92nI if nI < 0.0031308
1.055(nI)1/γ − 0.055 otherwise

(3.1)

3.3.4 Bias & read-out noise
Bias (or ‘black level’) and read-out noise (RON) were measured by stacking short dark ex-
posures. The bias and RON in individual pixels are given by the mean and variance, respec-
tively, of their values in each stack. Many (>50) images per stack are required to distinguish
bias variations from RON. Temporal variations were probed by repeating this process several
times. While EXIF metadata often contain a bias value, this is only an estimate and should
be validated by measurement.

3.3.5 Dark current
Dark current (thermal noise) was measured by taking dark exposures with different lengths
and fitting a linear relation between exposure time and camera response to determine the
dark current in ADU s−1. For cameras that have autodarking (see Section 3.2), the residual
dark current was characterised instead. Depending on the autodark precision, the exposure-
response relation may be non-linear in this case.

3.3.6 ISO speed
The relation between camera sensitivity and ISO speed was measured by taking identically
exposed images at different ISO speeds. These were bias-corrected and pixel values were
divided by those at the lowest ISO speed. A relation between ISO speed and normalisa-
tion factor was then fitted. Like the linearity measurements (Section 3.3.3), this was done
individually per pixel to negate illumination differences and vignetting effects.

This relation may be any combination of linear and constant functions, depending on the
implementation of ISO speed ratings. Linear relations correspond to analogue gain, while
digital gain may result in linear or constant relations, as described in Section 3.2.

3.3.7 Gain variations
Inter-pixel and inter-filter gain variations were characterised using the mean-variance method
[378], which exploits the Poissonian nature of photo-electrons in a sensor. We applied this
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method to individual pixels rather than averaging over the sensor, to measure inter-pixel vari-
ations and remove the need for flat-fielding prior to this calibration. The response of a digital
camera to incoming light is given by Equation (3.2), with M the mean response in ADU, I
the exposure in photo-electrons, D the dark current in e−, B the bias in ADU, and G the gain
in ADU/e−. Both I and D are integrated over the exposure time.

M = IG + DG + B (3.2)

The variance in the response of a pixel is a combination of shot noise on the photo-
electrons and dark current, and read noise. The shot noise follows a Poissonian distribution
with a standard deviation σI =

√
I and thus a variance VI = I. The total variance in the

response is expressed in Equation (3.3), with V the variance in ADU2 and RON the read
noise in ADU.

V = IG2 + DG2 + RON2 (3.3)

After correcting for bias and dark current, and assuming DG2 is negligible, a linear rela-
tion between mean and variance is found, shown in Equation (3.4).

V = GMcor + RON2 (3.4)

Equation (3.4) was fitted to mean and variance values from several image stacks taken un-
der different illumination conditions. Within each stack, all images were exposed identically,
while the illumination varied between stacks. A large amount of data (>10 stacks of >50
images each) was necessary to constrain the fitted gain values sufficiently (typical relative
errors in individual pixels <15%). ISO normalisation functions derived in Section 3.3.6 may
be used to extrapolate measured values to different ISO speeds.

3.3.8 Flat-field correction
Flat-fielding was performed by imaging a uniform light source. Unlike telescopes, most
consumer cameras have fields-of-view (FoV) too large to use the twilight sky for this. Instead,
a large integrating sphere was used to create an isotropic light field, as described in [118]. We
used a LabSphere HELIOS USLR-D12L-NMNN lit by three halogen lamps with a specified
luminance uniformity of ±1.0%, sequentially placing each camera before its aperture.

Any significant chromatic differences in the flat-field response were measured automat-
ically, since all filters were exposed simultaneously. The RGBG2 images were split out and
each normalised to their maximum value, then recombined and smoothed with a Gaussian
filter (σ = 10 pixels); both the individual RGBG2 images and the recombined image were
analysed. Since vignetting, often the dominant flat-field component, is caused by the cam-
era aperture, the flat-field response changes and must be measured again when varying the
aperture [374].

Vignetting can be parametrised in a number of different ways, as discussed in Section 3.2.
For consistency, we used the DNG seven-parameter (k0 . . . k4, ĉx, ĉy) model, also used in-
ternally in iOS smartphones, for the flat-field correction factor g(x, y), expressed in Equa-
tion (3.5), with r the normalised Euclidean distance from pixel (x, y) to the optical center
(ĉx, ĉy).

g(x, y) = 1 + k0r2 + k1r4 + k2r6 + k3r8 + k4r10 (3.5)
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Three simpler, alternate methods were also tested. The first involved imaging an overcast
sky, the second imaging the sun with a piece of paper taped onto the camera as a diffuser
similarly to the Hukseflux Pyranometer app13. For the final method, the camera, again with
a paper diffuser, was held flush against a computer monitor displaying a white screen, some-
what similarly to [361]. In all three cases, the camera was dithered and rotated 360° during
measurements to average out anisotropies. Data from all three methods were processed in the
same way as the integrating sphere data, to compare their efficacy.

3.3.9 Spectral response

The spectral response of a camera, which is a product of the individual spectral responses
of its fore-optics, filters, and sensor, was measured in two ways. The first method, using a
monochromator, is simple processing-wise as the data are simply a series of images at differ-
ent wavelengths with known intensities [118, 354, 368]. It also allows for the measurement
of inter-pixel variations in spectral response. The second, a spectrometer add-on such as
iSPEX [94], is more accessible than monochromators but its spectral data are more difficult
to calibrate and process.

We used a double monochromator (OL 750-M-D) at the NERC Field Spectroscopy Fa-
cility to scan a wavelength range of 390–700 nm. This wavelength range was chosen because
no significant response was found outside it on any of the test cameras. The effective spec-
tral resolution (half bandwidth) of the monochromator was 4 nm, calculated from the grating
(1200 grooves/mm) and slits (2.5 mm entrance/exit and 5.0 mm central slit) used. The wave-
length range was critically sampled at 2 nm intervals. A laser-driven light source (Energetiq
EQ-99X) was used, and its spectral output calibrated using a silicon photodiode (Gooch &
Housego OL DH-300C with a Hamamatsu S1337-1010BQ sensor). The system was NIST-
traceably calibrated in 2012 and is described in more detail in [354].

Spectral characterisation was also done using a modified (removing polarisers and re-
tarders) iSPEX add-on [94]. iSPEX has a slit consisting of two parts, one 0.4 mm (‘broad’)
and the other 0.17 mm (‘narrow’) wide and a 1000 grooves/mm transmission grating foil
(Edmund Optics #52-116). Using this foil, a similar spectrometer can be built for any other
camera.

The reflection of sunlight on a piece of white paper was measured using the iSPEX on
an iPhone SE. iSPEX projects a spectrum onto the sensor, so the pixel responses must be
corrected for bias, dark current, and flat-field to obtain a quantitative spectrum. The 436.6,
544.5, and 611.6 nm spectral lines of a commercial fluorescent lamp were used for the wave-
length calibration, fitting a quadratic relation between pixel position and wavelength. A stray
light correction was done by subtracting the mean pixel value per column above and below
the spectrum from the narrow and broad slit spectra, respectively. Two theoretical reference
spectra were used to normalise the observed spectra, namely a 5777 K black body (approx-
imating the Sun) and a diffuse solar irradiance spectrum generated using the Simple Model
for the Atmospheric Radiative Transfer of Sunshine (SMARTS2) [379, 380] and smoothed
to the 5 nm resolution of narrow-slit iSPEX spectra. For the latter, the location and time
of the iSPEX measurements as well as the built-in urban aerosol and ground albedo models
were used instead of default parameters. The models differed significantly (RMS 34%) due
to the diffuse sky irradiance factored into the SMARTS2 model. Finally, the observed spectra

13http://www.hukseflux.com/product/pyranometer-app

http://www.hukseflux.com/product/pyranometer-app
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were corrected for the transmission of the iSPEX optics, determined by measuring the zero-
order transmission using a halogen lamp and spectrometer (OceanOptics HL-2000-LL and
USB2000+, respectively).

Instead of the sun, a previously calibrated commercial lamp may be used. For example,
the LICA-UCM database14 contains spectra of common commercial lamps which can be used
as standard light sources for spectral response measurements [381]. This method has the
advantage of independence from weather conditions and higher reproducibility compared to
solar measurements. Combined with the new version of iSPEX we are currently developing,
featuring a universal smartphone hardware interface, this enables volunteer measurements of
smartphone camera spectral responses.

The spectral curves RC(λ) thus derived were normalised to the global maximum trans-
mission in all bands and used for calibration of spectral measurements and in the radiometric
correction of imaging data (Section 3.3.10) to calculate effective spectral bandwidths ΛC.
These are defined as ΛC =

∫
C

R′
C

(λ)dλ, with R′
C

(λ) the spectral response RC(λ) normalised to
the maximum in band C [99,118]. This integral was calculated using the composite trapezoid
method, implemented in the NumPy function numpy.trapz [312].

3.3.10 Relative radiometric calibration
The calibrations described in the previous section are used to convert digital values to radi-
ance. Following the methods described in [99, 118, 382, 383], a digital value M (in ADU)
in band C (RGBG2 for Bayer filters) can be converted to effective radiance LC, in units of
W m−2 sr−1.

Since absolute radiometric calibration is outside the scope of this work, we instead deter-
mined the relative effective radiance L′

C
= LC/K, in relative radiometric units (RRU) m−2 sr−1,

with K an extra factor accounting for the absolute quantum efficiency and transmission of the
lens. Measuring these requires a previously calibrated light source with a known radiance.

The expression for converting M to L′
C

is given in Equation (3.6). The advantage of
the piece-wise calibration given in Equation (3.6) over a black-box approach containing all
calibration components is its adaptability when a small subset of parameters are changed,
such as due to firmware updates or manufacturing changes. This way, calibration data can be
re-used rather than requiring a full re-calibration with every change.

L′C = hc
1

AdΛC
g

[
4( f #)2

πτN

]
(M − B − Dτ) (3.6)

First, the bias B (ADU; Section 3.3.4) and dark current Dτ (with D in ADU s−1 and τ the
exposure time in seconds; Section 3.3.5) are subtracted. Linearisation of digital values [383]
is not necessary since we only used sufficiently linear pixels (r ≥ 0.980; Section 3.3.3).

Next, the image is corrected for the exposure parameters, dividing by the exposure time
τ, ISO speed normalisation factor N (Section 3.3.6), and aperture, approximated as π/4( f #)2,
with f # the f -number of the camera [118]. This approximation causes a systematic error of
4% at f /2.0 [118]; for fixed-aperture systems like smartphones, this error is not relevant. For
systems with adjustable apertures, an exact solution may be preferable if operating at very
low f -numbers. These corrections yield a response in normalised ADU s−1 sr−1.

The third step is the flat-field correction. The response is multiplied by the flat-field
correction g (unitless; Section 3.3.8). The flat-fielding methods used here account for both

14https://guaix.fis.ucm.es/lamps_spectra

https://guaix.fis.ucm.es/lamps_spectra
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optical and electronic variations in sensitivity, so a separate correction for inter-pixel gain
variations (Section 3.3.7) is not necessary. Since absolute transmission and quantum effi-
ciency were not measured, this step yields a response in relative counts s−1 sr−1, proportional
to the number of photo-electrons s−1 sr−1.

Next, sensor properties are corrected for. The response is divided by the pixel size Ad

(m2; Section 3.3.2) to give a response in relative counts s−1 m−2 sr−1. It is then divided by the
effective spectral bandwidth of band C, ΛC =

∫
C

R′
C

(λ)dλ (Section 3.3.9).
Finally, the result is converted to a relative radiance by multiplying by a factor hc, with h

Planck’s constant and c the speed of light. This yields L′
C

in RRU m−2 sr−1.
For specific applications, Equation (3.6) may be simplified or adjusted. For example,

inter-pixel bias and dark current variations are typically negligible in bright conditions. In
those cases, B and D may be approximated by constants, and inter-pixel variations incorpo-
rated in the error budget. For spectroscopic applications, a relative spectral radiance L′

C,λ in
RRU m−2 sr−1 nm−1 is measured, which is not averaged over band C. In this case, the energy
per photon is simply hc/λ and only the transmission at wavelength λ, RC(λ) is relevant; fur-
thermore, the result must be divided by the wavelength coverage of each pixel ∆λ. This is
expressed in Equation (3.7).

L′C,λ =
hc
λ

1
AdRC(λ)∆λ

g

[
4( f #)2

πτN

]
(Mλ − B − Dτ) (3.7)

3.4 Results

The methodology described in Section 3.3 was applied to three iOS smartphones (Apple
iPhone SE, 6S, and 7 Plus), two Android devices (Samsung Galaxy S6 and S8), one digi-
cam (Nikon D5300), and one UAV camera (DJI Phantom Pro 4). This section contains an
overview of results from these various calibration steps. Results for all devices are included
in the SPECTACLE database further described in Section 3.4.9.

3.4.1 General properties

General hardware and software properties were retrieved from the survey described in Sec-
tion 3.3.2, with a specific focus on smartphones using the previously described Android app.
Little variation was found in these general properties, especially for smartphones. For exam-
ple, virtually all main cameras on smartphones have apertures of f /2.4– f /1.5, focal lengths
of 3.8–4.5 mm, and sensors of 3.4–6.7 × 2.7–4.7 mm, giving fields-of-view (FoVs) of 60°–
75° × 45°–55°.

It was found from test images that EXIF metadata from some cameras are inaccurate. For
example, the iPhone SE can use unrounded exposure times of 1/3.0 s and 1/3.9 s but records
both as simply 1/3 s in metadata. Assuming the recorded exposure time of 1/3 s for a real
exposure of 1/3.9 s would lead to photometric errors up to 30%. To counteract this, exposure
parameters such as ISO speed and exposure time should be recorded separately from default
EXIF metadata, for example with custom EXIF tags or extra files.
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3.4.2 Linearity
The linearity of two smartphones (iPhone SE and Galaxy S8) and one digicam (Nikon D5300)
was measured using the methods described in Section 3.3.3 and the setup described in Sec-
tion 3.3.1 and shown in Figure 3.1. The smartphones were analysed using rotating linear
polarisers while the D5300 was analysed by varying exposure times. Simultaneous RAW
and JPEG images were taken on each device (using the Fine JPEG setting on the D5300) to
compare their responses. JPEG images were taken with a fixed white balance.

The Pearson r coefficients of the RAW and JPEG responses of all pixels were calculated
and their histograms are shown in Figure 3.2. The JPEG responses of all pixels in all cameras
were well below the linearity threshold (r ≥ 0.980), showing again that JPEG data are highly
non-linear. Conversely, nearly all RAW responses were well within the bounds for linearity,
with 99.9% of r values ≥0.997 (iPhone SE), ≥0.996 (Galaxy S8), and ≥0.999 (D5300). The
Galaxy S8 was the only camera with RAW responses having r < 0.980, though only in 56
pixels.

The JPEG and RAW responses of individual pixels in the iPhone SE and Galaxy S8 cam-
eras are shown in Figure 3.3. The JPEG responses are visibly non-linear (r = 0.956, 0.918)
while the RAW responses are linear within measurement errors (r = 0.999, 0.998). Further-
more, the dynamic range of the JPEG data is much smaller than that of the RAW data. These
differences highlight the advantages of RAW data.

Finally, Figure 3.4 shows the best-fitting γ for the JPEG response per pixel as well as
the accuracy of two standard values (γ = 2.2 and 2.4, expressed in RMS relative difference
(1− data/fit). Large inter-pixel, inter-filter, and inter-device differences in best-fitting γ exist,
indicating an sRGB gamma inversion with a single γ value is not possible. Furthermore, the
γ = 2.2 and 2.4 models are both clearly very inaccurate for all cameras. For the γ = 2.2 and
2.4 cases respectively, 99.9% of pixels had RMS relative differences between observations
and the sRGB model of >7% and >10% (iPhone SE), >13% and >15% (Galaxy S8), and
>19% and >21% (Nikon D5300).
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Figure 3.2: Histogram of Pearson r coefficients for RAW (black, all filters combined) and JPEG
(red/green/blue) responses. The r ≥ 0.980 cut-off is shown with a dashed black line. Note the log-
arithmic vertical scale.
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Figure 3.3: JPEG (blue, left vertical axis) and RAW (black, right axis) response of a single B pixel in
the iPhone SE (left) and Galaxy S8 (right) rear cameras, under varying incident intensities. Each point
represents the mean of a stack of 10 images at the same exposure. Vertical error bars are smaller than
the dot size. The black and blue lines represent the best-fitting linear (RAW) and sRGB-like (JPEG)
profiles, respectively. The lower row shows the residuals, normalised to the dynamic range.
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models with γ = 2.2 and 2.4) in the RGB bands.

3.4.3 Bias & read noise

Bias and read noise variations in four smartphone cameras (iPhone SE and 7 Plus, Galaxy S6
and S8), one digicam (Nikon D5300), and one UAV camera (Phantom Pro 4) were analysed
using the methods from Section 3.3.4.

Bias values in all cameras deviated systematically from the EXIF values by <1 ADU on
average, with standard deviations also <1 ADU. However, large outliers were found, such as
some pixels in our Galaxy S6 which even saturated in bias frames. Phantom Pro 4 data are
scaled up from 12-bit (its native bit depth) to 16-bit, increasing the observed bias variations.
Scaled down to 12 bits, its bias variations are similar to those in the other cameras.

Typical observed RON values were distributed similarly to inter-pixel bias variations. The
smartphones and D5300 show RON distributions consisting of one or two main components
<3 ADU, which correlate with inter-pixel gain variations (Section 3.4.6), and a long but
shallow tail towards RON values >20 ADU. As with the bias variations above, the Phantom
Pro 4 showed a comparatively high mean RON (14 ADU at ISO speed 100) in 16-bit (scaled-
up) data but a comparable value (1.8 ADU) when scaled down to its native bit depth of 12
bits.

Large-scale patterns in inter-pixel and inter-filter bias and RON variations were observed
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Figure 3.5: Read-out noise per pixel of two iPhone SE devices (top and bottom) at ISO speed 23, in the
RGBG2 filters from left to right. Darker colours correspond to lower read-out noise. A two-dimensional
Gaussian filter (σ = 5 pixels) has been applied to better visualise large-scale variations. The G image
shows similar patterns to Figure 3.7.

in several cameras, most prominently in the smartphones. Figure 3.5 shows the RON per
pixel in the sensors of two iPhone SE devices. The RON and bias patterns on each device are
strongly correlated, suggesting a common origin. The RMS difference in bias between these
two devices was 0.31 ADU, larger than the standard deviation on either device (0.24 and 0.21
ADU). The large-scale patterns persisted over time scales of months, indicating that they are
systematic.

Both bias variations and RON decreased with ISO speed when normalised (Section 3.3.6).
This may be a result of better amplifier or ADC performance at a higher gain. Similarly,
large-scale patterns such as those in Figure 3.5 become less distinct at high ISO speeds.

Either a map of mean bias per pixel at a given ISO speed B(x, y, IS O) or a mean value B
is used in Equation (3.6). For low-light applications such as dark-sky measurements [320] or
spectroscopy, a detailed map is necessary since a single ‘bad’ pixel with an abnormally high
output may cause a significant systematic error. Being manufacturing defects, bad pixels are
in different locations even on two cameras of the same model, and thus a map is required for
each device. Conversely, for bright conditions, the bias variations are not significant and thus
a mean value can be used. Similarly, RON values can be incorporated in the error budget
separately for individual pixels or using the RMS value as an ensemble estimate.

3.4.4 Dark current
The methods described in Section 3.3.5 were applied to two smartphones (iPhone SE and
Galaxy S8) to measure their dark current properties. Both cameras have built-in dark current
calibrations (autodark; see Section 3.2). Measurements were done at room temperature, with
short breaks between differently exposed stacks to prevent overheating the sensor. However,
sensor temperatures were not obtained from the camera software.

A separate data set consisting of 96 images taken with 4 seconds between each on the
iPhone SE, during which the entire device palpably warmed up, was analysed to identify
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thermal effects. Pearson r correlations between response and time stamps (as a proxy for
temperature) were calculated for the individual pixels. These r values were well-described
by a normal distribution with µ = 0.00 and σ = 0.10, indicating that no strong relation exists
between temperature and residual dark current. However, we note that again no direct sensor
temperatures could be obtained.

In both cameras, a small residual (positive or negative) dark current signal was observed.
Most pixels in both cameras had little dark current (RMS <2 ADU s−1, 99.9th percentile of
absolute values <6 ADU s−1), though notable outliers were found, such as >300 pixels in our
Galaxy S8 with dark current >50 ADU s−1. The residual dark current decreased at higher
ISO speeds, similar to RON and bias variations (Section 3.4.3), but showed no large-scale
patterns.

These results show that autodarking accurately corrects most pixels, but is inadequate for
outliers. Since autodarking is built into camera chips, it cannot be disabled. For outliers and
in low-light conditions, it should be augmented with a manual dark current correction. As
with bias variations, the dark current map D(x, y, IS O) is used in Equation (3.6) for low-light
conditions, but an approximation is adequate for bright conditions. For autodarked cameras
like the ones tested here, a mean value of D = 0 ADU s−1 is assumed, and the RMS variation
incorporated into the error budget. Outliers may be masked in either case.

3.4.5 ISO speed
The normalisation of data at different ISO speeds was measured using the methods from Sec-
tion 3.3.6 on two smartphones (iPhone SE and Galaxy S8) and one digicam (Nikon D5300).

The measured and best-fit normalisation curves are depicted in Figure 3.6. The Nikon
D5300 and Galaxy S8 were best fit with a single linear relation, while the iPhone SE curve
is clipped at ISO 184. This clipping is not due to image saturation, as none of the pixels
in any image reached saturation. The linear part of the iPhone SE relation passes through
the origin, while the Nikon D5300 and Galaxy S8 curves do not, instead showing significant
(>5%) systematic errors when using the simplest mathematical model (zero offset and slope
1/minimum ISO speed).

The clipping of the iPhone SE curve likely corresponds to a transition from purely ana-
logue to purely digital gain. However, data from the Camera2 API on the Galaxy S8 indicated
that it too uses digital gain, at ISO speeds >640. This suggests that there are different imple-
mentations of gain for RAW photography.

The large observed differences in ISO speed normalisation can lead to significant system-
atic errors when combining data taken at different ISO speeds, if not adequately calibrated.
Data are normalised by dividing by N, as expressed in Equation (3.6).

3.4.6 Gain
The methods from Section 3.3.7 were used to characterise inter-pixel gain variations in two
smartphones (iPhone SE and Galaxy S8).

Significant inter-pixel variations were observed, as shown in Figure 3.7 for the G pixels
in both cameras. Since the measurement protocol is applied on the individual pixel level, the
observed variations are only due to differences in gain, rather than external factors such as vi-
gnetting effects. The iPhone SE showed small variations, with higher gain values at the edges
and lower values in the center. This pattern is similar to that seen in Figure 3.5, suggesting
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Figure 3.6: ISO speed normalisation for the iPhone SE, Samsung Galaxy S8, and Nikon D5300. Dots
indicate means of image stacks divided by the mean value per pixel at the lowest ISO speed. Lines
indicate the best-fitting relationships.

a common origin. Conversely, on the Galaxy S8 a concentric pattern with a very wide range
is clearly visible, likely intended as a first-order vignetting correction. Both showed similar
ranges in gain (0.58–2.74 and 0.59–2.45 ADU/e−, respectively), though on the iPhone SE
most variations were on small scales and thus are not visible in the smoothed image.

Histograms of gain values for both cameras are shown in Figure 3.8. Inter-filter differ-
ences are small in the Galaxy S8 but obvious in the iPhone SE. In particular, the R, G, and B
distributions in the latter clearly have different mean values and widths (means and standard
deviations of 1.97 ± 0.24, 1.78 ± 0.29, and 1.73 ± 0.30 ADU/e−, respectively). Furthermore,
the G distribution is bimodal while both others are unimodal; no significant differences be-
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Figure 3.7: Gain values of G pixels in the iPhone SE (left; ISO speed 88) and Galaxy S8 (right; ISO
speed 200) sensors. Darker colours indicate lower gain values. A two-dimensional Gaussian filter
(σ = 5) has been applied to better visualise large-scale fluctuations. The iPhone SE patterns are similar
to the read noise shown in Figure 3.5.
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Figure 3.8: Histogram of gain values in the R (top), G and G2 (middle), and B pixels (bottom) in the
iPhone SE (left; ISO speed 88) and Galaxy S8 (right; ISO speed 200) sensors. The vertical axes were
normalised to account for the different amounts of pixels.

tween the G and G2 gain distributions were found, so this is not the cause for the observed
bimodality.

The observed gain variations are significant and provide insights into camera design and
fabrication, specifically the origins of some of the phenomena seen in flat-field data (Sec-
tion 3.4.7). However, they are not necessary in the radiometric calibration of data, since
our flat-field correction method (Sections 3.3.8 and 3.4.7) accounts for these inter-pixel gain
variations as well as all other differences in sensitivity, such as vignetting, as discussed in
Section 3.3.10.

3.4.7 Flat-field correction
Three smartphones (iPhone SE and 6S, and Galaxy S8) and one UAV (DJI Phantom Pro 4)
were flat-fielded using an integrating sphere as described in Section 3.3.8. An aperture of
f /2.8 was used for the Phantom Pro 4, and on each device the maximum focus was used.
300 images were taken with the iPhone SE and Galaxy S8, 224 with the Phantom Pro 4, and
30 with the iPhone 6S. The latter was flat-fielded using a different set-up, with a Newport
819D-SF-4 integrating sphere and taking only 30 images as this was sufficient for an SNR >3
in >99% of its pixels.

Significant vignetting was found in all cameras. The observed correction factors of the
iPhone SE, the best-fitting model, and residuals between the two are shown in Figure 3.9. The
smooth pattern suggests optical vignetting is the main flat-field component; the same is true
in the iPhone 6S and Galaxy S8. The Phantom Pro 4 data showed an additional steep cut-off

near the corners, suggesting mechanical vignetting. To counteract the latter, the outermost
250 pixels on all sides of the images from all cameras were removed prior to further analysis.
Correction factors up to 2.42 (iPhone SE), 2.03 (iPhone 6S), 1.43 (Galaxy S8), and 2.79
(Phantom Pro 4) were observed. No significant chromatic differences were found, so the
recombined data were used instead of separate RGBG2 data.

As seen in Figure 3.9, the DNG model fitted the data well with only small residuals re-
maining. The RMS of the residuals, normalised to the unsmoothed observed values, was
1.5% (iPhone SE), 1.4% (Galaxy S8), 3.1% (iPhone 6S), and 2.0% (Phantom Pro 4). These
differences drop to ≤0.7% on all cameras when using the spatially smoothed data, implying
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Figure 3.9: Flat-field correction factor g for the iPhone SE camera. From left to right: observed values
(inverse of observed relative sensitivity), best-fitting DNG model, and residuals.

that they are mostly due to pixel-by-pixel variations and noise in the observations. These
small residuals show that the DNG model is an adequate approximation for most applica-
tions; a pixel-by-pixel map per device is necessary only if sub-percent precision is required.
Estimated errors in the model were <0.01 on the polynomial coefficients and <10−5 on the op-
tical center (in relative coordinates) for all cameras. Anomalous dots can be seen throughout
the difference image in Figure 3.9, possibly due to dust particles or inter-pixel gain variations
(Section 3.4.6).

Since iOS also uses the DNG model for its internal vignetting correction, a direct com-
parison between correction models for the iPhone SE was made. The RMS relative residual
between our smoothed data and the internal model was 5.9%, more than 10 times that of
our model (0.5%). While the iOS model is symmetric (ĉx = ĉy = 0.5), ours had a slight
offset (ĉx = 0.494226(1) and ĉy = 0.503718(2)). The polynomial coefficients all differed by
>400σ, with σ the standard error on our model derived by the fitting routine. Finally, the
RMS difference between the models per pixel was 5.7%.

The three alternate methods described in Section 3.3.8 were tested on the Galaxy S8.
40 images of the overcast sky were taken, as well as 40 of the sun and 50 of a monitor
with a paper diffuser. The Galaxy S8 was used because its integrating sphere data show
a large asymmetry (ĉx = 0.449391(5), ĉy = 0.426436(9)), providing a simple compari-
son metric. The RMS difference between the smoothed data from the integrating sphere
and alternative methods relative to the sphere data were 4%, 4%, and 5%, respectively.
The best-fitting optical centers of all three data sets differed significantly both from the
sphere data and from each other (ĉx = 0.53447(1), 0.501989(4), 0.490794(4) and ĉy =

0.38837(2), 0.449426(7), 0.477590(7), for the sky, sun, and monitor methods, respectively).
This causes a typical systematic error on the order of 5% in all three cases. Finally, six
replicate measurement sets (50 images each) were taken using the monitor method to assess
the effects of nonuniformities in the paper diffusers, generating a correction model for each
set. The typical variation, expressed as the RMS of the standard deviation per pixel relative
to the mean value per pixel, was 3%, smaller than the typical deviations between the do-it-
yourself methods and ground truth data. The effect of paper nonuniformities thus does not
significantly impact the quality of do-it-yourself data.

The flat-field correction is incorporated in the radiometric correction expressed in Equa-
tion (3.6) as the factor g = g(x, y). For cameras with a fixed aperture, such as smartphones,
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one measurement is sufficient; otherwise, g varies with aperture. This corrects for the sys-
tematic error induced by flat-fielding effects but pixels at the edges still receive fewer photons
than those in the center. The former correspondingly have a smaller SNR due to shot noise,
scaling as S NR ∝ g−1/2. Therefore, objects of interest are preferably imaged near the optical
center of the camera.

3.4.8 Spectral response
Two smartphones (iPhone SE and Galaxy S8) and one UAV (DJI Phantom Pro 4) were spec-
trally calibrated using a monochromator, and the iPhone SE using iSPEX, as described in
Section 3.3.9.

Figure 3.10 shows the normalised spectral response curves derived from the monochro-
mator data, calibrated to the spectral throughput of the monochromator and spectral irradi-
ance of the light source. This calibration was done by measuring its output under the same
conditions as during the measurements, using a pre-calibrated silicon photodiode. Parts of
the spectra were measured with different exposure settings and monochromator filters; these
were first calibrated and then normalised and averaged on overlapping sections. The peak
response wavelengths and effective bandwidths of the RGBG2 filters in the different cameras
are given in Table 3.1.

Some similarities and differences between the cameras are immediately obvious from
Figure 3.10 and Table 3.1. Notably, no significant differences between G and G2 were found
in any camera (RMS differences ≤0.003); the different peak wavelength for the Phantom Pro
4 is likely due to noise. The peak response wavelengths are very similar or even identical
between cameras, as are the effective bandwidths, with two notable exceptions. The Galaxy
S8 B filter is significantly broader than the others, with a comparatively high response at
λ > 500 nm. Conversely, the Phantom Pro 4 has a relatively narrow R filters due to its NIR
cut-off around 670 nm rather than 680 nm. Moreover, the R filters in all three cameras show
a secondary peak around 535 nm and nearly identical responses between 570–650 nm.

The spectral response curves measured with iSPEX, shown in Figure 3.11, were simi-
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Figure 3.10: Spectral response curves of the iPhone SE, Galaxy S8, and Phantom Pro 4, derived from
monochromator data. The responses are normalised to the global maximum per camera, giving relative
sensitivities. G is the average of the G and G2 responses over the wavelength axis, since no significant
differences were found. RMS errors are ≤0.005.
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Camera λP,R ΛR λP,G ΛG λP,G2 ΛG2 λP,B ΛB

iPhone SE 596 72 524 110 524 109 458 93
Galaxy S8 594 73 524 109 524 109 468 117
Phantom Pro 4 594 65 524 115 532 116 468 94

Table 3.1: Peak response wavelength λP,C and effective spectral bandwidth ΛC of each filter in the three
cameras, derived from monochromator measurements. All values are in nm.

lar to those derived from the monochromator data but showed small though significant sys-
tematic differences. No significant differences were found between narrow- and broad-slit
spectra, so these were averaged. RMS differences between iSPEX- and monochromator-
derived responses were 0.04, 0.02, and 0.02 (SMARTS2 normalisation) and 0.12, 0.10, and
0.10 (black-body normalisation), in RGB respectively. The black-body under-estimated the
irradiance <500 nm and over-estimated it >500 nm compared to the SMARTS2 model, re-
sulting in large deviations in the retrieved spectral response. The RMS difference between the
monochromator-derived and black-body-normalised iSPEX-derived spectral responses could
be reduced to 0.05, 0.10, and 0.04 by multiplying each filter with an empirical constant.
However, systematic differences >0.2 remained in the G filter at wavelengths of 500–600 nm.
Conversely, the SMARTS2-normalised iSPEX-derived spectral responses only showed a sig-
nificant systematic difference compared to monochromator data at wavelengths >650 nm, the
origins of which are unclear.

The observed differences between devices have important implications for RGB colour
measurements and spectroscopy, for example for colour measurements as discussed in Sec-
tion 3.1. The effective spectral bandwidths are incorporated into the radiometric calibra-
tion of imaging data as described in Section 3.3.10. Furthermore, smartphone spectrometers
naturally require calibration for the spectral response of the camera, as expressed in Equa-
tion (3.7).
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Figure 3.11: Comparison of the iPhone SE spectral response curves measured with the monochroma-
tor and iSPEX. iSPEX data are normalised using a 5777 K black-body and a SMARTS2 model, as
described in Section 3.3.9.
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3.4.9 SPECTACLE database
To facilitate the use of consumer cameras in scientific projects and improve future compati-
bility, we have created the SPECTACLE (Standardised Photographic Equipment Calibration
Technique And CataLoguE) database. It includes the calibration data required for radiometric
corrections (Section 3.3.10), for the most popular cameras. The data are given in standardised
formats, split into three categories (device, camera, and software) to minimise the amount of
data required. For example, two devices using the same camera module have the same spec-
tral response curves and flat-field response, while software parameters such as bias and ISO
speed settings vary. The former can thus be combined while keeping the latter separate. Since
the properties of a camera may change with firmware updates or changes in manufacturing,
database entries may be split according to device version, rather than assuming devices of the
same model are clones. Finally, given calibration data for multiple identical devices, statistics
on variations within a camera model may be included. The open design of the SPECTACLE
database, based on the Parse platform, allows anyone to use or contribute data, particularly
using the calibration apps we have developed. Submitted data are currently curated by the
authors to ensure their quality. As the database grows, community curation or automated
curation based on outlier analysis may become preferable. SPECTACLE can be accessed at
http://spectacle.ddq.nl/.

3.5 Discussion & conclusions

In this work, we have presented a standardised calibration methodology for the most impor-
tant factors limiting the quality of consumer camera data, the first to our knowledge. Fur-
thermore, we have developed the SPECTACLE database, containing calibration data for the
most popular devices. The standardised methodology and the SPECTACLE database have
the potential to improve the sustainability of projects using these cameras, by simplifying
their calibration and the use of multiple camera models.

The main difference between our approach and those in much of the literature is the use
of RAW data. Software constraints previously forced the use of JPEG data, which are com-
pressed and heavily processed, introducing systematic effects that negatively affect the data
quality and are difficult to calibrate [94,121,142,285,319,334,342,349,357]. The desire to use
RAW data has been expressed widely in the literature [118,121,285,329,331,334,349,351],
and their superiority is clearly demonstrated by the highly linear response and larger dy-
namic range found in Section 3.4.2. The former is especially notable since non-linearity
and the associated gamma correction are among the most cited problems of JPEG data
[94,121,162,285,317,322,329,332,334,338,342,357–360,362]. While JPEG non-linearity
corrections exist, either fully empirical or based on the sRGB standard [285, 342, 358], the
wide (1.7–2.6) variations in gamma and large (>30%) deviations from sRGB profiles shown
in Section 3.4.2 and Figure 3.4 indicate that these are inaccurate and difficult to generalise.
The highly linear nature of RAW data was previously demonstrated in [118, 361, 366] and
may be a result of internal linearity corrections in the CMOS chip [104]. Furthermore, RAW
data are not affected by white balance, a colour correction in JPEG processing which severely
affects colourimetric measurements, is difficult to calibrate, and differs strongly between mea-
surements and cameras [56, 94, 285, 317, 318, 323, 342, 349, 351, 376]. This variable gamma
correction and white balance make it impossible to invert the JPEG algorithm and recover
RAW data. However, RAW data are no panacea, since they still require further calibrations.

http://spectacle.ddq.nl/
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Furthermore, not all consumer cameras support RAW imagery, especially low-end smart-
phones; hence the low adoption rate in literature until now. Still, we consider the linearity,
larger dynamic range, and lack of unknown post-processing affecting the data worth relying
on RAW data, especially in a market trending towards broader support.

Inter-pixel and inter-device bias variations and read noise were found to be small in gen-
eral (σ < 1 for bias variations, mean RON < 3 ADU), though with large outliers (Sec-
tion 3.4.3). These distributions are similar to those found in several smartphones [324] and a
Raspberry Pi camera [118], though neither work distinguishes between bias variations, read
noise, and dark current. The large-scale patterns seen in Figure 3.5 were not found in the
literature. Their cause is unclear, though correlations with inter-pixel gain variations (Sec-
tion 3.4.6) suggest a common origin. Ultimately, since both phenomena are small, for most
applications these patterns are merely a curiosity and an estimate in the error budget and
masking of outliers is sufficient for further radiometric calibrations (Section 3.3.10).

While dark current has been implicated in the literature as a major noise source [118,
319, 324, 344, 354, 363, 364], the results presented in Section 3.4.4 indicate that it is actually
typically quite minor. The RMS dark current in the iPhone SE and Galaxy S8 (<2 ADU s−1)
is similar to values found in [319,358,363,364], while we found larger outliers, such as >300
pixels with >50 ADU s−1 in our Galaxy S8. Similarly to [364], no significant relationship
was found between temperature and residual dark current, though this experiment should be
repeated under more controlled conditions and using internal sensor temperatures to draw
strong conclusions. In general, a quantitative comparison with the literature is difficult, since
those studies used JPEG data, not RAW. While our sample of two cameras is insufficient to
draw broad conclusions, these results suggest that dark current is less important than previ-
ously thought. As discussed in Section 3.4.4 and similarly to the aforementioned bias and
RON variations, extensive characterisation of the dark current in individual pixels is neces-
sary for low-light applications and spectroscopy as these are significantly affected by a few
‘bad’ pixels. Conversely, for bright-light conditions the dark response is typically negligible
and an ensemble estimate in the error budget and masking of outliers are sufficient.

ISO speed normalisation is typically done by simply dividing digital values by the ISO
speed [121, 367], but the results presented in Section 3.4.5 and Figure 3.6 contradict the
validity of this method. This discrepancy was also identified in [368]. Observed relations
differ significantly from the naïve linear model in shape, offset and slope. For example,
differences between the two models of >5% were found in the Galaxy S8. More extremely,
the expected and observed normalisation factor at ISO speed 1840 on the iPhone SE differ
by a factor of 10. Moreover, Android documentation suggests that more complex curves
with mixed analogue and digital gain may also be in use. Thus, to prevent similar systematic
errors, either a single ISO speed per device must be used or these relations must be calibrated.

Significant inter-pixel gain variations were found in Section 3.4.6, as shown in Figures 3.7
and 3.8. The Galaxy S8 showed a strong radial pattern, likely intended as a first-order vi-
gnetting correction; this was not seen in the iPhone SE. Conversely, gain values in the latter
differed significantly between colour filters. This may be a colour correction called analogue
white balance, which is described in the DNG standard [369]; however, in this case it is not
clear why significant inter-pixel variations exist. No previous discussion of such variations in
gain in a consumer camera was found in the literature. Typically, an equal gain in all pixels
is assumed in absolute radiometric calibrations [118, 368] but the variations found here cast
doubt on the generality of this assumption.

Strong flat-field effects were found in Section 3.4.7, with correction factors up to 2.79.
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Similarly large correction factors have been found for other cameras, for instance approxi-
mately 2.8 in a Canon EOS 400D [329] and 650D [330], 4 in a Raspberry Pi camera [118],
1.8 in a Canon EOS 10D [374], and 1.5 in a Nikon E775 [375]. It should be noted that vi-
gnetting is highly aperture-dependent and thus these correction factors will change with vary-
ing apertures [374]. Interestingly, we did not find the large chromatic differences described
in [118, 329]. Notably, the Galaxy S8 showed a much weaker vignetting effect (gmax = 1.43)
than the other cameras (gmax > 2), likely due to the aforementioned inter-pixel gain variations.
These may also explain the strong asymmetry (ĉx = 0.449391(5), ĉy = 0.426436(9)) seen in
the Galaxy S8, due to the main symmetrical component having been corrected already.

The 7-parameter vignetting model described in the DNG standard [369] fits our data very
well (RMSE ≤3.1% for raw data, ≤0.7% for smoothed data), without significant systematic
differences. Since the typical difference between observed and modeled corrections is small,
pixel-by-pixel flat-fielding is necessary only for applications requiring sub-percent precision.
For those, a flat-field map would be made for each individual device, rather than using the
same map for multiple devices of the same model. Flat-field measurements of the latter
could be used to quantify typical variations in flat-field response among identical devices and
further determine when pixel-by-pixel or modeled flat-field corrections are preferable. The
DNG model is also used for internal vignetting correction in iOS. While this correction is
sometimes considered a major advantage of JPEG data over RAW data, the internal model of
the iPhone SE was shown to be significantly less accurate (RMSE = 5.9%) than one based on
our data (RMSE = 0.5%), contradicting this notion. Moreover, residual vignetting effects up
to 15% have been observed in JPEG data [358]. A comparison to the internal correction data
in Android smartphones, consisting of pixel-by-pixel look-up tables, has not yet been done
since these data are relatively difficult to access.

Finally, three simpler alternative flat-fielding methods were tested, namely imaging the
sky, the sun, and a computer monitor, as described in Section 3.3.8. Applied on the Galaxy
S8, data from these methods differed from the integrating sphere data by ≤5% RMS. These
errors mainly result from a difference in the location of the optical center. The cause of
these discrepancies is unclear, though insufficiently isotropic light sources are an obvious
explanation. Nevertheless, the RMS difference of ≤5% is small compared to the overall flat-
field correction of up to 179% and better than the internal correction of the iPhone (RMS
5.9%). These methods thus serve as a useful first estimate for the flat-field correction in the
absence of integrating sphere data. As discussed in Section 3.2, many further alternative flat-
fielding methods exist [329, 330, 373–377]. Our data may be useful as a ground truth for a
thorough comparison of such methods akin to [330, 361].

The spectral responses found in Section 3.4.8 and shown in Figure 3.10 agree well with
those found in the literature [118, 121, 317, 323, 329, 333, 334, 354, 358, 361, 365–368], with
the RGB curves centered around 600, 520, and 470 nm, respectively. Notably, the strong
secondary peaks seen in [121, 358] were not found in our data and may be JPEG artefacts.
Differences are mainly found in the wings, such as the NIR cut-offs [329, 354] and harmon-
ics. The comparatively high response of the Galaxy S8 B filter at wavelengths >500 nm is
also seen in the Nokia N900 [333] and Sony A7SII [317], and to a lesser extent the Galaxy
S5 [121], but is otherwise uncommon. The early NIR cut-off of the Phantom Pro 4 ap-
pears to be similarly uncommon but not unique [121, 317, 333, 354]. These differences again
show the importance of spectral characterisation for normalising smartphone spectrometer
data. Furthermore, the significant variations show that the common assumption of sRGB
responses [285, 332] does not hold, as has been suggested previously [331], and characteri-
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sation of the spectral response is necessary to convert observed colours to colour spaces such
as CIE 1931 XYZ or CIELAB [333,335]. However, colour measurements still depend on the
incident light spectrum [335]; hyperspectral measurements, for example with iSPEX [94],
and characterisation of common light sources [317, 381] may provide valuable additional in-
formation. Finally, while no significant response was found at wavelengths <390 or >700 nm
on our test cameras, it may be worthwhile in the future and the SPECTACLE database to use
a spectral range of 380–780 nm to follow colourimetric standards [335, 359, 363].

Spectral response measurements done with the iSPEX smartphone spectrometer [94]
agreed well (RMS differences ≤0.04) with the monochromator measurements (Section 3.4.8
and Figure 3.11). The only systematic difference was an under-estimation at wavelengths
>650 nm, though it is unclear what causes this. The good agreement shows that iSPEX mea-
surements are an adequate replacement for monochromator data if the latter are not available.
This will be especially useful with the new iSPEX we are developing, which will also feature
universal smartphone hardware interface. One downside of this method is that it requires an
accurate solar reference spectrum. We used one generated with SMARTS2 [379, 380]; this
model matches observed solar spectra very well but it is not very portable or user-friendly
for non-expert users. A 5777 K black-body approximation was also used but reproduced the
SMARTS2 spectrum poorly (RMSE of 34%) and accurate spectral response curves could not
be retrieved this way. A more portable model or set of standard spectra could improve the
user-friendliness of this calibration method.

Further alternative methods for spectral response characterisation include those based
on multispectral measurements using computational methods to enhance their resolution
[335, 372, 384, 385] or those using a linear variable edge filter [334]. However, the for-
mer are not sufficiently accurate [366] while the latter is not necessarily more accessible than
a monochromator. Our data may be used as a ground-truth for testing other methods akin
to [366] but with the advantage of smartphones being more accessible than the cameras used
therein.

Finally, we have created the SPECTACLE database containing the calibration data de-
scribed above. The aim of this database is to facilitate the use of consumer cameras in sci-
entific projects by reducing the labor required for calibration. Data sets containing spectral
responses [333, 366] and extensive calibrations of single cameras [118] have been published
before but to our knowledge SPECTACLE is the first comprehensive, centralised spectral
and radiometric calibration database. It is designed with community participation in mind,
relying on volunteer contributions to become and remain complete in the rapidly evolving
camera market. This will require a critical mass of users to maintain it, which is easier if
more accessible calibration methods, like those discussed previously, can be used. We have
kick-started this process with the calibrations done in this paper and will continue this while
developing iSPEX.

Though extensive, our calibration methodology is not complete. The two most promi-
nent missing components are geometric distortions and absolute radiometric calibration. The
former are a well-known phenomenon with a large impact on image quality but relatively
simple to measure and correct [322, 326–328, 353, 377]. A parametric model for distortion
is given in the DNG standard [369] and a comparison between measured distortions and
the internal correction models of different cameras, similar to that done in Section 3.4.7 for
vignetting corrections, may be used to determine the accuracy of the latter. Absolute radio-
metric calibration is extremely valuable for quantitative measurements, as described in Sec-
tion 3.3.10. In principle, our methods and calibration data contain most of the information



3

74 Discussion & conclusions

required for this, bar a constant K. Absolute radiometric calibration of consumer cameras has
been demonstrated before, notably in the Raspberry Pi camera [118], and Nikon D300 and
Canon 40D [368], though only for a small number of devices. Another notable example is
the Hukseflux Pyranometer app (Section 3.3.8) for measurements of solar irradiance, though
it is intended for education and entertainment rather than scientific measurements. Finally,
most of our calibrations were done on a single device, and differences between devices may
exist, as shown in Figure 3.5. Calibration of multiple devices per camera model would al-
low the characterisation of these differences and the associated errors when using multiple
devices. Additionally, differences may be introduced by changes in manufacturing or camera
software. Characterisation of different generations of the same model camera will be neces-
sary to characterise these, which may result in separate entries in the SPECTACLE database
for each camera version being necessary. However, the modular design of the SPECTACLE
database makes it simple to extend. The simple, standardised calibration methods described
in this work and the SPECTACLE database have the potential to greatly improve the data
quality and sustainability of future scientific projects using consumer cameras.
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4 | Accuracy and reproducibility of above-water
radiometry with calibrated smartphone cam-
eras using RAW data

Adapted from

Olivier Burggraaff, Mortimer Werther, Emmanuel Boss, Stefan Simis, Frans Snik

Frontiers in Remote Sensing, 3, 940 096 (2022)

doi:10.3389/frsen.2022.940096

Consumer cameras, especially on smartphones, are popular and effective instruments for
above-water radiometry. The remote sensing reflectance Rrs is measured above the water
surface and used to estimate inherent optical properties and constituent concentrations. Two
smartphone apps, HydroColor and EyeOnWater, are used worldwide by professional and
citizen scientists alike. However, consumer camera data have problems with accuracy and
reproducibility between cameras, with systematic differences of up to 40% in intercompar-
isons. These problems stem from the need, until recently, to use JPEG data. Lossless data, in
the RAW format, and calibrations of the spectral and radiometric response of consumer cam-
eras can now be used to significantly improve the data quality. Here, we apply these methods
to above-water radiometry. The resulting accuracy in Rrs is around 10% in the red, green,
and blue (RGB) bands and 2% in the RGB band ratios, similar to professional instruments
and up to 9 times better than existing smartphone-based methods. Data from different smart-
phones are reproducible to within measurement uncertainties, which are on the percent level.
The primary sources of uncertainty are environmental factors and sensor noise. We conclude
that using RAW data, smartphones and other consumer cameras are complementary to pro-
fessional instruments in terms of data quality. We offer practical recommendations for using
consumer cameras in professional and citizen science.

https://doi.org/10.3389/frsen.2022.940096
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4.1 Introduction

The remote sensing reflectance Rrs(λ) is an apparent optical property that contains a wealth of
information about the substances within the water column [2]. In above-water radiometry, Rrs

is measured using one or more (spectro)radiometers deployed above the water surface [120].
The absorption and scattering coefficients and concentrations of coloured dissolved organic
matter (CDOM), suspended particulate matter, and prominent phytoplankton pigments such
as chlorophyll-a (chl-a) can be determined from Rrs [234]. Due to spectral range and long-
term stability requirements, the equipment necessary for accurate measurements of Rrs is
often expensive. High costs limit the uptake and, therefore, impact of these instruments.

Consumer cameras have long been seen as a low-cost alternative or complement to pro-
fessional instruments [102]. Work in this direction has mostly focused on hand-held digital
cameras, which measure the incoming radiance in red-green-blue (RGB) spectral bands typ-
ically spanning the visible range from 390–700 nm [323]. Uncrewed aerial vehicles (UAVs
or drones) and webcams have similar optical properties, often contain the same sensors, and
are also increasingly used in remote sensing [281]. Consumer cameras have been used to
retrieve CDOM, chl-a, and suspended mineral concentrations through above-water radio-
metry [34, 323]. They are particularly useful for measuring at small spatial scales, short
cadence, and over long time periods [386, 387].

Smartphones are especially effective as low-cost sensing platforms thanks to their wide
availability, cameras, and functionalities including accelerometers, GPS, and wireless com-
munications. They are already commonly used in place of professional sensors in labo-
ratories [56, 388]. However, what smartphones truly excel at is providing a platform for
citizen science in the field [94, 389]. There is a vibrant ecosystem of applications (apps)
using the smartphone camera for environmental citizen science purposes [273]. Some use
additional fore-optics to measure hyperspectrally [284, 390], while most use the camera as it
is [121,274,391]. Smartphone science apps are also commonly used for educational purposes
and in professional research [318, 392, 393].

Two apps are currently widely used for above-water radiometry, namely HydroColor
[121] and EyeOnWater [274]. HydroColor measures Rrs in the RGB bands using the Mob-
ley protocol [209], guiding the user to the correct pointing angles with on-screen prompts.
Through an empirical algorithm based on the red band of Rrs, the app estimates the turbidity,
suspended matter concentration, and backscattering coefficient of the target body of water.
EyeOnWater uses the WACODI algorithm [285] to determine the hue angle α of the water,
representing its intrinsic colour. From α it also estimates the Forel-Ule (FU) index, a dis-
crete water colour scale with a century-long history [306]. α and the FU index are reasonable
first-order indicators of the surface chl-a concentration and optical depth [10].

While these apps and other consumer camera-based methods provide useful data, im-
provements to the accuracy and reproducibility are necessary to derive high-quality end prod-
ucts. Validation campaigns have consistently found the radiance, Rrs in the RGB bands, and
hue angle from consumer cameras to be well-correlated with reference instruments, but of-
ten with a wide dispersion and a significant bias. For Rrs, the mean difference between
smartphone and reference match-up data is typically ≥0.003 sr−1 or ≥30%, but varies wildly
between studies [121, 276, 391, 394]. As an extreme example, Malthus et al. found no cor-
relation at all between HydroColor and reference Rrs data [275], albeit under challenging
observing conditions. The typical accuracy in α is around 10° or 1–2 FU [275,285,391,395].
Differences in Rrs between smartphones can be as large as 40% [276]. The uncertainties,
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as well as the differences between smartphones and reference instruments, in observed op-
tical properties and derived water constituent concentrations are often even greater than
40% [275, 396, 397], although this may be explained in part by differences in inherent op-
tical properties and observing conditions between study sites.

A major source of uncertainty in existing methods is the use of the JPEG data format. Un-
til recently JPEG was the only format available to third-party developers on most smartphones
and other consumer cameras. JPEG data are irreversibly compressed and post-processed for
visual appeal, at the cost of radiometric accuracy and dynamic range. Most importantly,
they are very non-linear, meaning a 2× increase in radiance does not cause a 2× increase
in response [281]. Instead, in a process termed gamma correction or gamma compression,
the radiance is scaled by a power law. The non-linearity of JPEG data is a significant con-
tributor to the uncertainty in Rrs obtained from consumer cameras and apps such as Hydro-
Color [275, 281, 394]. Some approaches, including WACODI, attempt to correct for non-
linearity through an inverse gamma correction [285, 394]. This inverse correction cannot be
performed consistently because the smartphone JPEG processing differs between smartphone
brands, models, and firmware versions [281].

A secondary source of uncertainty are the spectral response functions (SRFs) of the
cameras. Because exact SRF profiles are laborious to measure and are rarely provided by
manufacturers, it is often necessary to use simplified SRFs and assume them to be device-
independent [121, 285]. However, the SRFs of different cameras actually vary significantly
[281].

The quality of consumer camera radiometry can be improved significantly by using loss-
less data, in the RAW format, and camera calibrations. RAW data are almost entirely unpro-
cessed and thus are not affected by the uncertainties introduced by the JPEG format. Fur-
thermore, through calibration and characterisation of the radiometric and spectral response,
consumer cameras can be used as professional-grade (spectro)radiometers [281].

In this work, we assess the uncertainty, reproducibility, and accuracy of calibrated smart-
phone cameras, using RAW data, for above-water radiometry. By comparing in situ observa-
tions from two smartphone cameras and two hyperspectral instruments, we test the hypothesis
that the new methods decrease the uncertainty and increase the reproducibility and accuracy
of data from consumer cameras. To our knowledge, this is the first time that the new methods
have been applied or assessed in a field setting.

Section 4.2 describes the data acquisition and processing as well as the performed ex-
periments. The results are presented in Section 4.3. In Section 4.4, we discuss the results,
compare them to the literature, and present some recommendations for projects using smart-
phones. Finally, the conclusions of the analysis are presented in Section 4.5.

4.2 Methods

Smartphone and reference data were gathered on and around Lake Balaton, Hungary, from
3–5 July 2019. Lake Balaton is the largest (597 km2) lake in central Europe, with a mean
depth of only 3.3 m, and is well-studied. It has a high concentration of suspended mineral
particles and appears very bright and turquoise (bluish-green) to the eye (Figure 4.1, further
discussed in Section 4.2.1). Due to inflow from the Zala river, the western side of the lake is
richer in nutrients than the eastern side. The adjacent Kis-Balaton reservoir is hypereutrophic
with chl-a concentrations up to 160 mg m−3. More detailed descriptions of this site are given
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Lu Lsky Ld

Figure 4.1: Example iPhone SE images of Lu, Lsky, and Ld, taken at Lake Balaton on 3 July 2019 at
07:47 UTC. Little wave motion is visible on the water surface in Lu, while Lsky shows patchy cloud
coverage. The conditions seen here were representative for the entire campaign.

in [27, 264].
Two smartphones were used, an Apple iPhone SE and a Samsung Galaxy S8, and two

hyperspectral spectroradiometer instruments were used as references. The reference instru-
ments were a set of three TriOS RAMSES instruments mounted on a prototype Solar-tracking
Radiometry (So-Rad) platform [123] to maintain a favorable viewing geometry throughout
the day, and a hand-held Water Insight WISP-3 spectroradiometer [126]. The spectral and
radiometric calibration of the smartphones is described in [281]; manufacturer calibrations
were used for the So-Rad and WISP-3.

Data processing and analysis were done using custom Python scripts based on the NumPy
[312], SciPy [398], and SPECTACLE [281] libraries, available from GitHub15. The smart-
phone data processing pipeline supports RAW data from most consumer cameras. The pro-
cessing of the reference and smartphone data is further discussed in Sections 4.2.2–4.2.4, the
analysis in Sections 4.2.5 and 4.2.6.

4.2.1 Data acquisition
Observations were performed on 3 July 2019 from the Tihany-Szántód ferry on eastern Lake
Balaton, performing continuous transects around 46°53’00”N 17°53’43”E, facing southwest
before 10:00 UTC (12:00 local time) and northeast afterwards. Data were also acquired on 4
July in the Kis-Balaton reservoir at 46°39’41”N 17°07’45”E and on 5 July on western Lake
Balaton at 46°45’15”N 17°15’09”E, 46°42’25”N 17°15’53”E, 46°43’59”N 17°16’34”E, and
46°45’04”N 17°24’46”E. The So-Rad, which was mounted on the ferry, was only used in
the morning on 3 July; the two smartphones and WISP-3 were used at all stations. All data,
including a detailed station log, are available from Zenodo16.

The upwelling radiance Lu, sky radiance Lsky, and either downwelling radiance Ld (smart-
phones) or downwelling irradiance Ed (references) were measured. The So-Rad and WISP-3
data were hyperspectral, the smartphones multispectral in different RGB bands [281]. A

15https://github.com/burggraaff/smartphone-water-colour
16https://dx.doi.org/10.5281/zenodo.4549621

https://github.com/burggraaff/smartphone-water-colour
https://dx.doi.org/10.5281/zenodo.4549621
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Brandess Delta 1 18% gray card was used to measure Ld, which is discussed in Section 4.2.3.
The observations on 3 and 5 July were done under a partially clouded sky (Figure 4.1), which
introduced uncertainties in Lsky and Rrs by increasing the variability of the sky brightness and
causing cloud glitter effects on the water surface [209]. Simultaneous measurements from
different instruments were affected in the same way, meaning an intercomparison was still
possible. However, for measurements taken farther apart in time and space, the match-up
error may be significant. On 4 July, the sky was overcast.

Following standard procedure [120, 209], the smartphone observations were performed
pointing 135° away from the solar azimuth in the direction furthest from the observing plat-
form and 40° from nadir (Lu, Ld) or zenith (Lsky). The smartphones were taped together and
aligned in azimuth by eye and in elevation using the tilt sensors in the iPhone SE, to approxi-
mately 5° precision. Example smartphone images are shown in Figure 4.1. The same viewing
geometry is used in HydroColor, but not EyeOnWater [275]. The reference observations were
performed in the same way, following standard procedure for the respective sensors [90,126].

The So-Rad and WISP-3 each recorded Lu, Lsky, and Ed simultaneously while the smart-
phones took sequential Lu, Ld, and Lsky images within one minute. Using the SPECTACLE
apps for iOS and Android smartphones [281], the iPhone SE took one RAW image and one
JPEG image simultaneously, and the Galaxy S8 took 10 sequential RAW images per expo-
sure. The exposure settings on both smartphones were chosen manually to prevent saturation
and were not recorded, but were kept constant throughout the campaign.

In total, 304 and 453 sets of WISP-3 and So-Rad spectra, respectively, and 28 sets each of
iPhone SE and Galaxy S8 images were obtained. For the WISP-3, one set of spectra (5 July
at 10:35:51 UTC) was manually removed because it appeared excessively noisy. Six sets of
smartphone data were discarded due to saturation.

4.2.2 Reference data processing
Rrs spectra were calculated from the WISP-3 and So-Rad data (Figure 4.2). For the WISP-3,
the Mobley method [209] shown in Equation (4.1), with a sea surface reflectance factor of
ρ = 0.028, was used. Wavelength dependencies are dropped for brevity. The value of ρ =

0.028 was chosen for the WISP-3 and smartphone data processing (Section 4.2.3) to enable
a direct comparison to HydroColor, which uses the same value [121]. Given the brightness
of Lake Balaton, the relative magnitude of ρLsky compared to Lu was small (typically <5% in
the WISP-3 data) for any value of ρ around 0.03, and thus the effect of a small difference in ρ
on Rrs was negligible. The So-Rad data, having a wider spectral range, were processed using
the three-component (3C) method, which subtracts an additional glint term ∆ and determines
ρ empirically from a spectral optimisation [210, 399].

Rrs =
Lu − ρLsky

Ed
(4.1)

The general appearance of the reflectance spectra (Figure 4.2) is that of a broad peak
around 560 nm. On the short wavelength side of this peak, absorption by phytoplankton
and CDOM suppresses Rrs to approximately 25% of the peak amplitude. Towards longer
wavelengths, the effects of increasing absorption by water are clearly seen around 600 nm and
beyond 700 nm, and Rrs reaches near-zero amplitude at the edge of the visible spectrum. The
reflectance is ultimately skewed towards blue-green wavelengths, giving the water a turquoise
appearance. A minor absorption feature of chl-a and associated accessory pigments is visible
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Figure 4.2: Reference Rrs spectra derived from measurements on and around Lake Balaton. There is a
difference in normalisation between the two data sets, which is discussed in Section 4.4.3.

around 675 nm. Sun-induced chl-a fluorescence is visible at 680–690 nm in the WISP-3
spectra taken on 4 and 5 July, but not the WISP-3 or So-Rad spectra taken on 3 July.

4.2.3 Smartphone data processing
The RAW smartphone images were processed using a SPECTACLE-based [281] pipeline
(Figure 4.3). The images were first corrected for bias or black level, which shifts the pixel
values in each image by a constant amount. On the Galaxy S8, the nominal black level
was 0 analogue-digital units (ADU), while on the iPhone SE it was 528 ADU or 13% of
the dynamic range, as determined from the RAW image metadata and validated experimen-
tally [281]. Next, a flat-field correction was applied, correcting for pixel-to-pixel sensitivity
variations. The sensitivity varies by up to 142% across the iPhone SE sensor [281], although
in the central 100 × 100 pixels, the variations are only 0.2% on the iPhone SE and 1.6% on
the Galaxy S8. A central slice of 100 × 100 pixels was taken to decrease the uncertainties
introduced by spatial variations across the image [121]. The central pixels were then de-
mosaicked into separate images for the RGBG2 channels, where G2 is the duplicate green
channel present in most consumer cameras [281]. The RGBG2 images were flattened into
lists of 10 000 samples per channel and normalised by the effective spectral bandwidths of
the channels, determined from the SRFs [281]. The mean radiance was calculated per chan-
nel, after which the G and G2 channels, which have identical SRFs, were averaged together.
Finally, Rrs was calculated from Lu, Lsky, and Ld using Equation (4.2) [209]. Like for the
WISP-3 (Section 4.2.2) and in HydroColor, a constant ρ = 0.028 was used. Rre f is the gray
card reference reflectance, nominally 0.18.

Rrs =
Lu − ρLsky

π
Rre f

Ld
(4.2)

For Rre f , a Brandess Delta 1 18% gray card was used by manually holding it horizontal
in front of the camera. The nominal reflectance of Rre f = 18% was verified to within 0.5
percent point in the smartphone RGB bands by comparing spectroradiometer measurements
of Ld on a similar gray card to cosine collector measurements of Ed. Angular variations in
Rre f were found to be .1 percent point for nadir angles of 35°–45° in a laboratory experiment
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Figure 4.3: Smartphone data processing pipeline, from RAW images to multispectral Rrs. The example
input images are those from Figure 4.1. Some processing steps have been combined for brevity. The
histograms show the distribution of normalised pixel values in the central 100 × 100 pixels for the
RGBG2 channels separately (coloured lines, G and G2 combined) and together (black bars). The order
of elements in L and Rrs is RGB.
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with the iPhone SE. This value is similar to previous characterisations of different consumer-
grade gray cards [400]. To account for these factors as well as fouling, an uncertainty of
σRre f = 0.01, or 1 percent point, was used in our data processing. This does not account for
systematic errors (Section 4.4.3).

Unlike EyeOnWater, which selects multiple sub-images from different parts of each im-
age, our pipeline only used a central slice of 100×100 pixels. The use of sub-images was not
necessary since all images were manually curated and sub-imaging has been shown to have
little impact on the data quality [275]. The 100 × 100 size was chosen to minimise spatial
variations, but a comparison of box sizes from 50–200 pixels showed that the exact size made
little difference. For example, the mean radiance typically varied by <0.4%, less than the typ-
ical uncertainty on the radiance estimated from each image (Section 4.3.1). Furthermore, the
signal-to-noise ratio (SNR) varied by <3% for Lu and Ld but up to 19% in Lsky due to the
patchy cloud coverage.

The iPhone SE JPEG data were processed using a simplified version of the RAW pipeline,
lacking the bias and flat-field corrections and G-G2 averaging. Smartphone cameras perform
these three tasks internally for JPEG data [281]. The processing was repeated with an addi-
tional linearisation step, like in WACODI and EyeOnWater, to determine whether linearisa-
tion improves the data quality. Following WACODI, the default sRGB inverse gamma curve
was used, although this curve has already been shown to be poorly representative of real
smartphones [281].

The uncertainties in the image data, determined from the sample covariance matrix of
the 10 000 pixels per channel per image, were propagated analytically as described in Sec-
tion 4.A. The pixel values were approximately normally distributed (Figure 4.3). Significant
correlations between the RGBG2 channels were found. For example, the iPhone SE Lsky

image from 3 July 2019 at 07:47 UTC had a correlation of rRG = 0.68 between R and G,
while in the 08:01 image this was only rRG = 0.09. The observed correlations were likely
due to spatial structures in the images [140], such as patchy clouds for Lsky and waves for
Lu. In larger data sets, the presence of strong correlations could be used as a means to filter
out images that are not sufficiently homogeneous. The propagated uncertainties in Rrs were
typically 5–10% of the mean Rrs and similarly correlated between channels. For example,
the 07:47 data had correlations in Rrs of rRG = 0.67, rRB = 0.57, and rGB = 0.72.

4.2.4 Colour

In addition to absolute Rrs in the RGB bands, several relative colour measurements were
investigated, namely RGB band ratios, hue angle, and FU index.

The band ratios were calculated as specific combinations of Rrs bands. For simplicity in
notation, the ratios are expressed as, for example, G/R instead of Rrs(G)/Rrs(R). Following
the literature, the numerators and denominators were chosen as G/R, B/G, and R/B. The G/R
ratio is sensitive to water clarity and optical depth [391]. B/G is sensitive to the chl-a con-
centration [323], at least in water types where phytoplankton covaries with other absorbing
substances. Finally, the R/B ratio is particularly sensitive to broad features such as CDOM
absorption, as well as the concentration of scatterers (turbidity, suspended matter concentra-
tions), as described in [34, 323].

To calculate the hue angle, the data were first transformed to the CIE XYZ colour space.
CIE XYZ is a standard colour space representing the colours that a person with average colour
vision can experience [101]. The reference data were spectrally convolved with the XYZ
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colour matching functions [401]. The spectral convolution was applied directly to Rrs, since
Rrs represents the true colour of the water [283]. For the smartphone data, transformation
matrices calculated from the smartphone camera SRFs (Section 4.B) were used [402, 403].
These matrices are given in Equations (4.3) and (4.4). The uncertainties on the matrix ele-
ments were not included since this would require a full re-analysis of the raw SRF data [404],
which is outside the scope of this work. The resulting colours were relative to an E-type (flat
spectrum, x = y = 1/3) illuminant.

MiPhone S E
RGB→XYZ =

0.5709 0.2452 0.1839
0.3760 0.4346 0.1894
0.0439 0.0913 0.8648

 (4.3)

MGalaxy S 8
RGB→XYZ =

0.5611 0.1451 0.2938
0.3944 0.2391 0.3666
0.0231 0.0416 0.9353

 (4.4)

From XYZ, the chromaticity (x, y) and hue angle α were calculated as shown in Equa-
tions (4.5) and (4.6). Chromaticity is a normalisation of the XYZ colour space that removes
information on brightness [101]. The FU index was determined from α using a look-up ta-
ble [10, 306]. The uncertainties in Rrs were propagated analytically into XYZ and (x, y), as
described in Section 4.A. However, further propagation into α was not feasible, since the
linear approximation of Equation (4.6) breaks down near the white point (x, y) = (1/3, 1/3),
especially with highly correlated x and y [405].

x =
X

X + Y + Z
y =

Y
X + Y + Z

(4.5)

α = arctan2 (y − 1/3, x − 1/3) mod 2π (4.6)

4.2.5 Replicate analysis
The Galaxy S8 data were taken in sets of 10 sequential replicates per image (Section 4.2.1).
The variability between these replicates was analysed to assess the uncertainty in smartphone
data.

The processing chain described in Section 4.2.3 was applied to each image from each set,
resulting in 10 measurements per channel of Lu, Lsky, and Ld. Rrs was calculated from each
combination of images, resulting in 1 000 values. From these, the band ratios, α, and FU
were calculated.

The relative uncertainty in Lu, Lsky, Ld, Rrs, and the band ratios was estimated through
the coefficient of variation σ

µ
, σ being the standard deviation and µ the mean value. Because

α and FU have arbitrary zero-points, relative uncertainties are not applicable to them, and σ
was instead used to estimate the absolute uncertainty.

4.2.6 Match-up analysis
Simultaneous data taken with the various sensors were matched up and compared. There were
27 pairs of iPhone SE and Galaxy S8 images, taken on average 50 s apart. On the ferry, which
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had an average speed of 8 km/h, a 50 s delay corresponded to a distance along the transect
of approximately 120 m. The smartphone images were also matched to reference spectra
taken within a 10-minute time frame, resulting in 1–41 reference spectra per match-up. The
reference Rrs spectra were convolved to the smartphone RGB bands by first convolving the
reference radiances [283]. For match-ups with multiple reference spectra per smartphone
image, the median value of each variable in the reference spectra was used, with the standard
deviation as an estimate for the uncertainty. For match-ups with a single reference spectrum
per smartphone image, the uncertainty was instead estimated as the median uncertainty on
the multiple-spectrum match-ups, for each variable. Match-up reference spectra with large
uncertainties, for example relative uncertainties of >10% in Rrs, were not discarded because
these represent common measurement scenarios.

The match-up data were compared using the metrics shown in Equations (4.7)–(4.10).
Here P,Q are any two data sets with elements pi, qi; cov(P,Q) is their covariance; σP, σQ

are the standard deviations in P and Q, respectively; Medi is the median evaluated over the
indices i; and sgn is the sign function. The RGB channels were treated as separate samples,
as were the three band ratios.

r =
cov(P,Q)
σPσQ

(4.7)

M = Medi (|qi − pi|) (4.8)

ζ = exp
[
Medi

(∣∣∣∣∣ln qi

pi

∣∣∣∣∣) − 1
]

(4.9)

B = sgn
[
Medi

(
ln

qi

pi

)]
×

[
exp

(∣∣∣∣∣∣Medi

(
ln

qi

pi

)∣∣∣∣∣∣
)
− 1

]
(4.10)

The Pearson correlation r and median absolute deviationM are well-known [406, 407].
The median symmetric accuracy ζ and signed symmetric percentage biasB, both expressed as
a percentage, are recent introductions, which we chose to use for their robustness, symmetry,
and ability to span multiple orders of magnitude in the data [406]. r expresses the degree
of linear correlation between variables, from −1 to 1, but is sensitive to outliers and the data
range.M and ζ measure the typical random error or dispersion between variables in absolute
and relative terms, respectively. Both are robust to outliers. B is similar to ζ but measures
the bias towards over- or underestimation. The covariance, standard deviations, and median
calculated in r andM were weighted by wi = 1

σ2
pi +σ

2
qi

. ζ and B are unweighted.
The FU indices were also compared by the number of matches [395, 407], considering

both full (∆FU = 0) and near-matches (∆FU ≤ 1). The typical uncertainty on human obser-
vations is 1 FU [280].

5–95% confidence intervals (CIs) on the metrics were estimated by bootstrapping over
pairs of (pi, qi), and wi if applicable. Bootstrapping involves randomly resampling the data
with replacement, mimicking the original sampling process [408]. This was necessary to
account for the relatively small size of our data set, which increases the effects of outliers,
even on robust metrics like M or ζ. The bootstraps were evaluated with 9 999 resamples,
sufficient to obtain consistent results matching the analytical formula for CIs on unweighted
r to 4 decimals [408].

Some data were also compared through a linear regression (y = ax + b with parameters
a, b), to convert data to the same units or account for normalisation differences. The regres-
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sion was done through the scipy.odr function for orthogonal distance regression, which
minimises differences and accounts for weights on both axes. The same process was used to
fit a power law (y = axb) in the JPEG data comparison (Section 4.3.4).

4.3 Results

4.3.1 Replicate analysis
The Galaxy S8 replicate analysis showed that among the radiances, Lu had the largest relative
variability with a quartile range (QR, the 25–75% percentile range of variability among the
sets of replicate observations) of 1.8–5.8%, followed by Lsky with 1.1–3.4%, and Ld with
0.4–1.2% (Figure 4.4). Lu and Lsky were affected primarily by cloud and wave movement,
shaking of the camera, and movement of the ferry on 3 July. Therefore, the variability in Lu

and Lsky was largely methodological in nature, as discussed further in Section 4.4.1. Since Ld

was measured on a bright, stable gray card, it was not affected by the above factors, and its
variability best represented the radiometric stability of the smartphone camera.

The RGB Rrs varied by 1.9–8.1%, while the Rrs band ratios only varied by 0.5–1.9%.
The difference can be explained by correlations between channels. For example, wave move-
ments between successive images affected all three RGB channels of Lu equally, changing
the individual Rrs values, but having little effect on their ratios. The same held true for other
environmental variations and camera stability issues.

Finally, there was a variability in hue angle α of 2.1°–6.8° and in FU index of 0.19–0.62
FU. The variability distributions of α and FU index did not have the same shape because the
hue angle difference between successive FU indices varies greatly.

The variability between replicates represents the typical uncertainty associated with ran-
dom effects on our data. However, there are some caveats. First, systematic effects such as
an error in Rre f would affect successive measurements equally, and not cause random vari-
ations. Second, the uncertainty in individual images may be larger due to spatial structures,
which the uncertainty propagation described in Section 4.2.3 does account for. Both of these
issues explain differences between the replicate and propagated uncertainties in our data. For
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Figure 4.4: Variability in radiance, Rrs, and colour between replicate Galaxy S8 images. The boxes
show the distribution, among 27 individually processed sets of 10 replicates, of the variability between
replicate images. The orange lines indicate the medians, the boxes span the quartile range (QR), the
whiskers extend to 1.5 times the QR, and circles indicate outliers. Up to two outliers per column fell
outside the y-axis range.
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example, the propagated uncertainty in individual images was 6.6–9.0% for RGB Rrs and
4.5–7.0% for the band ratios. While the exact uncertainties will differ between campaigns,
sites, and even smartphones, the trends seen here can be generalised.

As a point of comparison, the uncertainty QRs for the spectrally convolved WISP-3 data
in the Galaxy S8 match-up (Section 4.3.3), were 4.2–38% in Lu, 4.8–14% in Lsky, 2.5–30%
in Ed, 2.6–7.2% in RGB Rrs, 0.7–2.9% in Rrs band ratios, 0.4°–2.8° in α, and 0–0.46 in FU.
While the Galaxy S8 and WISP-3 variability cannot be compared 1:1 due to differences in
data acquisition and processing and in the uncertainty estimation, the order of magnitude of
the uncertainties in the Galaxy S8 and WISP-3 reference data was the same.

4.3.2 Smartphone comparison
There was a strong correlation, r = 0.94 (CI 0.90, 0.96), between the iPhone SE and Galaxy
S8 radiances (Figure 4.5). Due to differences in exposure settings, both cameras measured
radiance in different, arbitrary units (a.u.). After re-scaling the Galaxy S8 data through a
linear regression (Section 4.2.6), the median absolute deviation was M = 0.39 (CI 0.29,
0.52) in iPhone SE units and the median symmetric accuracy was ζ = 6.9% (CI 5.1%, 8.7%).
The value of ζ was comparable to the variability between replicate images (Section 4.3.1).

The Rrs match-ups between the two smartphones, in both RGB (Figure 4.6) and band
ratios (Figure 4.7), showed excellent agreement. The data were strongly correlated, with
r = 0.98 (CI 0.95, 0.99) for RGB and r = 0.99 (CI 0.99, 1.00) for band ratio Rrs. The typical
difference in RGB Rrs was M = 0.0010 (CI 0.0005, 0.0013) sr−1 or ζ = 5.5% (CI 3.8%,
8.2%). For band ratios, the typical difference was M = 0.032 (CI 0.026, 0.035), unitless,
and ζ = 2.9% (CI 2.3%, 3.7%). Both values of ζ are consistent with Section 4.3.1, as is
the observation that band ratios are more reproducible than RGB Rrs. Finally, the signed
symmetric percentage bias in RGB Rrs, B = −2.7% (CI −7.0%, −1.8%), was smaller than
the typical uncertainty. There was no significant offset in the band ratios, with B = −1.1%
(CI −1.8%, +0.7%).

The agreement in α and FU was poorer but still similar to the expected uncertainties
(Figure 4.8). The typical difference was M = 8.3° (CI 5.0°, 11°) in α and M = 1 (CI 0,
2) in FU index. 33% (CI 15%, 48%) of the match-up pairs had the same FU index, 59%
(CI 37%, 74%) had a difference ∆FU ≤ 1. The wide CIs are due to the relatively small
number (N = 27) of match-ups. The data did not span the full range of α, but were mostly
concentrated into two clusters, around 50° (FU 14–16, greenish brown) and 90° (FU 8–9,
bluish green). Interestingly, while the 90° cluster was centred roughly on the 1:1 line, the 50°
cluster fell entirely underneath it. However, due to the small N and the uncertainties on the
data, it is difficult to say whether this was significant.



4

Above-water radiometry with calibrated smartphone cameras 87

0
5

10
15

20
iP

ho
ne

 S
E 

L 
[a

.u
.]

01234567 Galaxy S8 L [a.u.]

Sm
ar

tp
ho

ne
 ra

di
an

ce
 c

om
pa

ris
on

L u L s
ky

L d Be
st

fit

N
 =

 2
43

r =
 0

.9
4

 =
 0

.3
9

 =
 6

.9
%

 =
 +

0.
03

%

Fi
gu

re
4.

5:
C

om
pa

ri
so

n
be

tw
ee

n
iP

ho
ne

SE
an

d
G

al
ax

y
S8

ra
di

an
ce

m
ea

su
re

m
en

ts
.T

he
ax

es
ar

e
in

di
ff

er
en

tu
ni

ts
du

e
to

di
ff

er
en

ce
si

n
ex

po
-

su
re

se
tti

ng
s.

T
he

R
G

B
ch

an
ne

ls
ar

e
sh

ow
n

in
th

ei
rr

es
pe

ct
iv

e
co

lo
ur

s,
w

ith
di

ff
er

en
ts

ym
bo

ls
fo

rL
u,

L s
ky

,a
nd

L d
.T

he
st

at
is

tic
s

in
th

e
te

xt
bo

x
ar

e
re

la
tiv

e
to

th
e

re
gr

es
si

on
lin

e.

0.
00

0.
01

0.
02

0.
03

0.
04

0.
05

0.
06

Galaxy S8 Rrs [sr1]
Sm

ar
tp

ho
ne

 re
fle

ct
an

ce
 c

om
pa

ris
on

N
 =

 8
1

r =
 0

.9
8

 =
 0

.0
01

 =
 5

.5
%

 =
 -2

.7
%

0.
00

0.
01

0.
02

0.
03

0.
04

0.
05

0.
06

iP
ho

ne
 S

E 
R r

s [
sr

1 ]

0.
01

0.
00

0.
01

Difference [sr1]

Fi
gu

re
4.

6:
C

om
pa

ri
so

n
be

tw
ee

n
iP

ho
ne

SE
an

d
G

al
ax

y
S8

R
rs

m
ea

-
su

re
m

en
ts

in
th

e
R

G
B

ba
nd

s.
T

he
so

lid
lin

e
co

rr
es

po
nd

s
to

a
1:

1
re

la
-

tio
n,

th
e

da
sh

ed
lin

e
is

th
e

be
st

-fi
tti

ng
lin

ea
rr

eg
re

ss
io

n
lin

e.
T

he
st

at
is

-
tic

s
in

th
e

te
xt

bo
x

ar
e

ba
se

d
on

a
1:

1
co

m
pa

ri
so

n,
as

ar
e

th
e

di
ff

er
en

ce
s

in
th

e
lo

w
er

pa
ne

l.



4

88 Results

0.5

1.0

1.5

2.0

2.5
Galaxy S8 Rrs band ratio

Sm
artphone band ratio com

parison

Best fit
1:1
G/R
B/G
R/B

N = 81
r = 0.99

 = 0.032
 = 2.9%
 = -1.1%

0.5
1.0

1.5
2.0

2.5
iPhone SE R

rs  band ratio

0.5

0.0

Difference 

Figure
4.7:

C
om

parison
betw

een
iPhone

SE
and

G
alaxy

S8
R

rs
band

ratios.
T

he
solid

line
corresponds

to
a

1:1
relation,the

dashed
line

is
the

best-fitting
linear

regression
line.

T
he

statistics
in

the
textbox

are
based

on
a

1:1
com

parison,as
are

the
differences

in
the

low
erpanel.

50
100

150
iPhone SE 

 [
]

50

100

150

Galaxy S8  [ ]

Sm
artphone water color com

parison

N = 27
 = 8.3°
 = 1 FU

33%
 

FU
=

0
59%

 
FU

1
69121518

Galaxy S8 FU index

6
9

12
15

18
iPhone SE FU index

Figure
4.8:

C
om

parison
betw

een
iPhone

SE
and

G
alaxy

S8
m

easure-
m

ents
of

hue
angle

and
FU

index.
T

he
solid

line
corresponds

to
a

1:1
relation.T

he
dark

gray
squares

indicate
a

fullFU
m

atch,the
lightgray

ones
a

near-m
atch.

A
ccurate

uncertainties
on

individual
points

could
not

be
determ

ined
(Section

4.2.4).
T

he
statistics

in
the

text
box

are
based

on
a

1:1
com

parison.



4

Above-water radiometry with calibrated smartphone cameras 89

400 600 800
Wavelength [nm]

0.00

0.02

0.04

0.06

R r
s [

sr
1 ]

iPhone SE
vs. WISP-3

400 600 800
Wavelength [nm]

Galaxy S8
vs. WISP-3

400 600 800
Wavelength [nm]

iPhone SE
vs. So-Rad

400 600 800
Wavelength [nm]

Galaxy S8
vs. So-Rad

Figure 4.9: Examples of smartphone vs. reference Rrs match-ups at different stations. The solid lines
show the reference spectrum, with uncertainties in gray. The RGB dots show the smartphone data, with
error bars indicating the effective bandwidth (horizontal) and Rrs uncertainty (vertical). In some panels,
the vertical error bars are smaller than the data point size.

4.3.3 Smartphone vs. reference comparison

A total of 72 pairs of smartphone vs. reference match-up spectra were analysed, four of which
are shown in Figure 4.9. There were 27 match-ups between the WISP-3 and each smartphone
and 9 between the So-Rad and each smartphone. Except for the normalisation difference that
was also present between the So-Rad and WISP-3 (Figure 4.2, discussed in Section 4.4.3),
there was good agreement between the instruments (Figure 4.9).

The full statistics of the match-up analysis are given in Table 4.1. The correlation between
smartphone and reference radiance was r ≥ 0.71 in all pairs of instruments (Figure 4.10). The
median symmetric accuracy ζ ranged between 12–19%, larger than the typical uncertainties
and the value from the smartphone vs. smartphone comparison. This larger difference in
observed radiance is not surprising, since the smartphone vs. reference match-ups typically
differed more in time and location than the smartphone vs. smartphone match-ups. No sig-
nificant differences in the match-up statistics between the individual RGB bands were found.

The RGB Rrs data were strongly correlated between smartphone and reference sensors
(r ≥ 0.94 for the WISP-3) and showed a relatively small dispersion, although with a nor-
malisation difference in the WISP-3 comparisons (Figure 4.11), similar to that between the
WISP-3 and So-Rad data (Figure 4.2). To negate the normalisation issue, the smartphone data
were re-scaled based on a linear regression (Section 4.2.6) for the smartphone vs. WISP-3
RGB Rrs comparison. The So-Rad and smartphone data were compared 1:1. The typical
differences in Rrs, then, were on the order of 10−3 sr−1 for the So-Rad and 10−4 sr−1 for the
WISP-3, differing mostly due to their different ranges. The difference in range of Rrs also
decreased the correlation coefficient r for the So-Rad comparisons. In the four smartphone
vs. reference Rrs comparisons, ζ was between 9–13%, twice the value seen in the smartphone
vs. smartphone comparison but similar to the differences between smartphone and reference
radiances.

The agreement between smartphone and reference Rrs band ratios was better than the
agreement in RGB Rrs (Figure 4.12). In all four band ratio comparisons, the correlation was
near-perfect (r ≥ 0.97), and the typical differences (1.1% ≤ ζ ≤ 3.8%) were consistent
with the uncertainties in the data. The WISP-3 normalisation difference did not affect this
comparison since it divided out.

The agreement in α and FU was not as good as that in L and Rrs, like in the smartphone
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N r,M(α) M ζ, ∆FU = 0 B, ∆FU ≤ 1
WISP-3

iP
ho

ne
SE

L 162 0.71 0.009 19% −7.8%
(0.57, 0.80) (0.007, 0.010) (15%, 24%) (−11%, +0.21%)

Rrs 81 0.97 0.0014 sr−1 22% −22%
(0.91, 0.99) (0.0001, 0.0063) (18%, 27%) (−28%, −20%)

Rrs 81 0.97 0.0004 sr−1 9.7% +1.9%
(regr.) (0.90, 0.99) (0.0001, 0.0025) (6.7%, 13%) (−1.1%, +4.8%)
Band
ratios

81 0.98 0.013 1.9% +0.25%
(0.97, 0.99) (0.009, 0.019) (1.2%, 2.7%) (−0.61%, +0.87%)

α, FU 27 9.4° 1 FU 26% 59%
(6.3°, 12°) (1, 2) (7.4%, 41%) (37%, 74%)

G
al

ax
y

S8

L 162 0.75 0.009 19% −3.2%
(0.66, 0.83) (0.007, 0.011) (15%, 24%) (−7.5%, +2.5%)

Rrs 81 0.94 0.0025 sr−1 31% −31%
(0.75, 0.98) (0.0013, 0.0072) (24%, 35%) (−36%, −25%)

Rrs 81 0.93 0.0007 sr−1 13% +5.9%
(regr.) (0.70, 0.97) (0.0005, 0.0041) (9.2%, 14%) (+3.2%, +11%)
Band
ratios

81 0.98 0.010 1.7% +0.04%
(0.96, 0.99) (0.007, 0.012) (1.1%, 2.0%) (−0.59%, +0.68%)

α, FU 27 16° 2 FU 19% 48%
(11°, 21°) (1, 4) (3.7%, 33%) (26%, 63%)

So-Rad

iP
ho

ne
SE

L 54 0.87 0.006 13% −4.7%
(0.75, 0.94) (0.004, 0.007) (8.4%, 16%) (−12%, −0.01%)

Rrs 27 0.70 0.004 sr−1 13% +12%
(0.49, 0.86) (0.003, 0.005) (9.9%, 16%) (+6.5%, +14%)

Band
ratios

27 0.97 0.013 3.8% +0.82%
(0.95, 0.98) (0.006, 0.042) (0.98%, 5.6%) (−1.3%, +1.6%)

α, FU 9 11° 1 FU 11% 89%
(6.1°, 13°) (1, 1) (0%, 33%) (34%, 100%)

G
al

ax
y

S8

L 54 0.83 0.005 12% −5.4%
(0.69, 0.93) (0.003, 0.007) (9.2%, 16%) (−12%, +1.4%)

Rrs 27 0.75 0.003 sr−1 8.5% +6.4%
(0.49, 0.87) (0.002, 0.005) (5.5%, 13%) (−0.08%, +9.1%)

Band
ratios

27 0.99 0.004 1.1% +0.36%
(0.98, 0.99) (0.003, 0.009) (0.42%, 2.4%) (−0.35%, +0.45%)

α, FU 9 16° 1 FU 11% 56%
(12°, 23°) (1, 2) (0%, 33%) (11%, 78%)

Table 4.1: Summary of the smartphone vs. reference match-up analysis. The values between parenthe-
ses indicate the 5–95% CI determined from bootstrapping. N is the number of matching observations;
the other metrics are described in Section 4.2.6. M(L) is in units of W m−2 nm−1 sr−1. For the WISP-3,
Rrs was compared 1:1 and with a linear regression (regr.).
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Figure 4.10: Comparison between iPhone SE and spectrally convolved WISP-3 radiance measurements.
The RGB channels are shown in their respective colours, with different symbols for Lu and Lsky. The
statistics in the text box are relative to the regression line. We note that this regression line cannot
be used as a general absolute radiometric calibration for the iPhone SE due to the arbitrary choice of
exposure settings.

intercomparison (Section 4.3.2). For each smartphone, there were only N = 27 WISP-3
match-ups and even fewer So-Rad ones, making the CIs wide and the interpretation difficult.
The difference between the WISP-3 and iPhone SE was slightly larger than in the smartphone
comparison, at M(α) = 9.4° (CI 6.3°, 12°) and M(FU) = 1 (CI 1, 2). The Galaxy S8 and
WISP-3 differed more, at M(α) = 16° (CI 11°, 21°) and M(FU) = 2 (CI 1, 4). The cause
for this difference is unclear but may simply be an artifact of the small number of match-ups;
the Galaxy S8 also differed more in RGB Rrs but not in the band ratios. Both smartphones
performed similarly in the FU match-ups, with 19–26% of the match-ups agreeing fully and
48–59% to within 1 FU, although these figures had particularly wide CIs.
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4.3.4 JPEG data

28 sets of JPEG images from the iPhone SE, taken simultaneously with the RAW images,
were analysed and compared to the RAW and reference data.

The relationship between JPEG and RAW radiances was highly non-linear (Figure 4.13).
Each RGB channel had a different best-fitting power law, with exponents ranging from
0.477±0.005 for B to 0.949±0.013 for R. Due to differences between the RAW and JPEG data
processing, the power law exponents are not equivalent to sRGB gamma exponents [281].
Figure 4.13 also shows the significant dispersion of the data around the power law curves.
Comparing the RAW and re-scaled JPEG data yielded ζ ranging from 8.9% (CI 7.5%, 11%)
for B to 38% (CI 29%, 43%) for R.

The JPEG vs. RAW Rrs match-ups agreed better, particularly in the band ratios. The
RGB Rrs were strongly correlated, with r = 0.92 (CI 0.84, 0.97), but the JPEG data showed a
large, consistent overestimation of B = +52% (CI +39%, +59%). Comparing Rrs through a
linear regression removed this offset, although a significant dispersion of ζ = 15% (CI 12%,
21%) remained. Conversely, the Rrs band ratios were more similar with r = 0.97 (CI 0.95,
0.98),M = 0.033 (CI 0.023, 0.042), and ζ = 4.9% (CI 3.6%, 6.8%).

Finally, the agreement in α and FU was similar to the smartphone vs. smartphone and
smartphone vs. reference comparisons. M was 11° (CI 3.6°, 14°) in α and 1 (CI 0, 2) in FU.
39% (CI 18%, 54%) of match-up pairs had the same FU index, while 61% (CI 39%, 75%)
agreed to within 1 FU.
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Figure 4.13: Comparison between RAW- and JPEG-based iPhone SE radiance measurements. The axes
are in different units due to differences in exposure settings and normalisation. The RGB channels are
shown in their respective colours, with different symbols for Lu, Lsky, and Ld. The coloured lines show
the best-fitting power law for each channel.
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The agreement between JPEG and reference data was notably worse than between RAW
and reference data. While the JPEG vs. reference radiance match-ups appeared to follow a
single linear relationship, rather than the multiple power laws seen in the JPEG vs. RAW
comparison, they were only weakly correlated, with r = 0.39 (CI 0.22, 0.52) in the JPEG vs.
WISP-3 comparison. The dispersion around the regression line was ζ = 31% (CI 26%, 41%),
1.6× larger than for the RAW data.

The JPEG data consistently overestimated Rrs compared to the references, and were
widely dispersed. In the JPEG vs. WISP-3 comparison, B = +17% (CI +10%, +19%), al-
though this was reduced to B = +1.1% (CI −7.3%, +5.8%) when comparing to a regression
line instead of the 1:1 line, as in Section 4.3.3. However, the dispersion remained significant
atM = 0.0039 (CI 0.0018, 0.0047) sr−1 or ζ = 21% (CI 12%, 24%), withM 9× as much as
for the RAW data, and ζ 2.1×.

The JPEG band ratios deviated from the WISP-3 by >2.5× as much as the RAW data,
withM = 0.032 (CI 0.023, 0.041) and ζ = 5.5% (CI 3.7%, 6.4%). The So-Rad comparison
showed a similarly stark difference. However, while this represents a serious reduction in
performance, a typical difference of 5.5% is still relatively small.

It was only in α and FU that the JPEG vs. reference and RAW vs. reference agreements
were similar. M(α) in the JPEG vs. WISP-3 comparison was even marginally better at 7.1°
(CI 5.0°, 11°); in the JPEG vs. So-Rad comparison it was 13° (CI 3.8°, 16°), almost identical
to Table 4.1. M(FU) and the fraction of FU matches were also similar, atM(FU) = 1 (CI 1,
2), with 26% (CI 7.4%, 41%) full and 59% (CI 37%, 74%) partial FU matches between the
JPEG and WISP-3 data. The agreement between JPEG and reference α and FU is discussed
further in Section 4.4.3.

The effectiveness of an sRGB linearisation applied to the JPEG data, like in WACODI,
was also investigated (Section 4.2.3). In α and FU, the main outputs from WACODI, the
linearisation had very little effect. In the JPEG vs. WISP-3 comparison,M(α) changed from
7.1° (CI 5.0°, 11°) originally to 7.0° (CI 5.4°, 9.4°) with linearisation. In radiance and Rrs,
the linearisation made all comparison metrics significantly worse.

4.4 Discussion

4.4.1 Uncertainty
The uncertainty of the smartphone data as derived from replicate measurements (Section 4.3.1)
is comparable to that of professional spectroradiometers. This was shown by the compari-
son with WISP-3 replicate measurements, which had a variability similar to, and in some
cases larger than, the Galaxy S8. In general, the uncertainty from instrumental effects, ex-
cluding environmental factors and photon noise, in professional spectroradiometer data is
around 1% [92]. In field data, the typical uncertainty is 1–7% [110]. The Galaxy S8 replicate
variability, which was 0.4–1.2% (Ld), 1.1–3.4% (Lsky), and 1.8–5.8% (Lu), falls within this
range.

The same is true for the smartphone Rrs uncertainty, both in RGB (1.9–8.1%) and in
band ratios (0.5–1.9%). Rrs is typically measured with an uncertainty of 5% at blue and
green wavelengths [88] and this is the target for satellites like PACE [86]. The 5% target
also applies to narrower bands than the smartphone SRFs and to waters considerably darker
than Lake Balaton, which increases the influence of sensor noise. The reduced uncertainty in
band ratios is well-known and can be attributed to correlated uncertainties dividing out [146].
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Propagated into the mineral suspended sediment (MSS) algorithm described in [34], for R/B
ranging from 1.0–1.4, a 2% uncertainty in R/B results in a relative MSS uncertainty of only
1%. In the chl-a algorithm from [323], a 2% uncertainty in B/G induces a relative chl-a
uncertainty of 9%. This level of uncertainty is well within the desired limits for many end
users [88].

Finally, the uncertainty of the Galaxy S8 α (2.1°–6.8°) and FU index (0.19–0.62 FU)
estimates is similar to the uncertainty of satellite and human measurements as well as the
existing EyeOnWater app. Through propagation from Rrs, Pitarch et al. found uncertain-
ties on SeaWiFS-derived α of 6°–18° [10], although it is difficult to compare these values
due to the vastly different water types examined. Furthermore, propagated and replicate-
based uncertainty estimates may vary significantly due to differences in sensitivity to various
factors (Section 4.3.1). A more representative comparison point is the standard deviation of
3.15° among replicate EyeOnWater observations by Malthus et al. [275], which falls squarely
within the range found in this work. The similarity in uncertainty is interesting because Eye-
OnWater is based on JPEG data, not RAW. However, since we did not take replicate JPEG
images, a direct comparison in uncertainty between JPEG and RAW could not be made. The
accuracy of JPEG and RAW data, including α and FU index, is compared in Section 4.4.3.
The uncertainty of 0.19–0.62 FU is 5.3–1.6× better than human measurements, which have a
typical uncertainty of 1 FU with perfect colour vision [280].

Since the use of RAW data eliminates virtually all smartphone-specific sources of uncer-
tainty [281], the primary remaining sources are those that apply to all (spectro)radiometers
as well as environmental factors. For a thorough overview of the former, we refer the reader
to [106, 110]; for the latter, to [88]. Read-out noise, thermal dark current, and digitisation
noise are negligible for well-lit smartphone images [281]. Since Ld was measured on a stable
target, its variability of 0.4–1.2% between replicates can be ascribed mostly to sensor noise
(Section 4.3.1). Sensor noise scales with the square root of the number of photons, so the
induced uncertainty will be larger in darker conditions such as overcast days, highly absorb-
ing waters, and low solar elevation angles. In practice, smartphone observations under dark
conditions will require longer exposure times or multiple images to attain similar levels of
uncertainty. The impact of sun glint, which is estimated from Lsky, on the uncertainty in Rrs is
also larger for darker waters. The sensitivity of smartphone cameras to temperature variations
and polarisation is unknown, although the latter is expected to be negligible unless special
fore-optics are used [284]. Because our data were gathered in a single 3-day campaign, long-
term sensor drift is unlikely to have had any effect; in general, sensor drift does not affect
relative measurements like Rrs and α. Environmental factors, such as the patchy clouds that
were present during our campaign (Figure 4.1), likely contributed the bulk of the uncertainty
in Lsky and Lu. These environmental factors also affected the reference measurements and are
inherent to above-water radiometry.

4.4.2 Reproducibility

As there are hundreds of different smartphone models, reproducibility between devices is
key. This is a major problem with HydroColor, as reported to us directly by users and as re-
ported in the literature. For example, HydroColor measurements of Rrs with different smart-
phones regularly differ by as much as 50% or 0.005 sr−1 [121,276]. This is largely due to the
use of JPEG data, which are processed differently on every smartphone model, leading to a
wide variety of errors and uncertainties that cannot be reliably corrected [281]. On the other
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hand, Goddijn et al. reported smaller differences (4% ± 4%) between JPEG data from two
high-quality digital cameras [323], suggesting that some of the problems may be specific to
smartphones.

In Section 4.3.2, we showed that with RAW data and camera calibrations, excellent agree-
ment and thus reproducibility between smartphones can be achieved. Near-simultaneous
iPhone SE and Galaxy S8 measurements of radiance and Rrs were nearly perfectly correlated
(r ≥ 0.94), and their dispersion could be explained by the uncertainties in the individual mea-
surements. The typical difference in Rrs was 0.0010 (CI 0.0005, 0.0013) sr−1 or 5.5% (CI
3.8%, 8.2%), both major improvements over HydroColor. In fact, the dispersion in radiance
between the two smartphones, ζ = 6.9% (CI 5.1%, 8.7%), is only slightly larger than that
between professional instruments in a similar experiment [92].

On the contrary, the smartphone JPEG processing algorithm was found to be poorly
constrained and highly inconsistent between the RGB channels (Section 4.3.4). Moreover,
the internal JPEG processing in the smartphone is re-tuned every time a camera session is
started [281]. Combined, the differences between channels and between sessions highly limit
the reproducibility of JPEG-based measurements of radiance and Rrs. As discussed below,
white-balancing further reduces the reproducibility of JPEG-based Rrs band ratios and hue
angles. Finally, the JPEG processing algorithms differ between manufacturers, further re-
ducing the reproducibility of JPEG data between devices [281]. Due to limitations in the
SPECTACLE app in 2019, we did not collect Galaxy S8 JPEG data in this study, meaning
a direct comparison between the RAW vs. RAW and JPEG vs. JPEG reproducibility could
not be performed. Reproducing JPEG data from the RAW data was not possible, due to the
aforementioned proprietary smartphone algorithms.

Differences in smartphone SRFs set some minor fundamental limits on the reproducibility
between different cameras [331]. However, since most natural waters have broad and smooth
spectra, this should only lead to minor differences. In theory, JPEG data do not have this
problem because they are always in the sRGB colour space [285], but in practice the various
proprietary colour algorithms cause larger differences in JPEG data than in RAW [281]. Fur-
thermore, to account for illumination differences, JPEG data are white-balanced, changing
the relative intensity of each channel. The re-normalisation directly reduces the accuracy of
band ratio and hue angle measurements and is difficult to correct post-hoc [281, 391]. The
white-balance setting may be locked between exposures [121,323], but this does not guaran-
tee consistency between different devices. Finally, due to differences in field-of-view between
cameras, the central slice of 100 × 100 pixels does not always subtend the same solid angle.
In future work, it may be advisable to use a constant solid angle rather than a constant pixel
slice [121].

4.4.3 Accuracy

In Section 4.3.3, we compared smartphone and reference data to determine the accuracy of
the smartphone data, but this comes with important caveats. While each instrument measured
Lu and Lsky, they did not do so in exactly the same way, having differences in field of view,
spectral response, spectral resolution, and time and location. While the smartphones mea-
sured Ld on a gray card, the references measured Ed with a cosine collector. Due to these
differences, the true ‘ground truth’ value of each measurand is not known [106, 409]. The
reference data can be used to approximate the true values and achieve closure [234], but one
must be aware of the uncertainties and systematic errors that may be present. Additionally,



4

Above-water radiometry with calibrated smartphone cameras 97

one must exercise caution when comparing different metrics, such as the median symmet-
ric accuracy ζ and the mean percentage deviation, which measure the same quantity but are
calculated differently and on different data.

The WISP-3 and So-Rad Rrs spectra were similarly shaped, but differently normalised
(Section 4.2.2). Both were similar to spectra from previous work in shape, with the So-Rad
more similar in magnitude [27,264]. Normalisation differences and offsets have been seen in
previous comparisons between the WISP-3 and other instruments [92, 126], so we felt confi-
dent in using a linear regression to re-scale Rrs in the smartphone vs. WISP-3 comparisons.
In fact, since each smartphone Rrs measurement was based on three images from the same
camera, rather than from three separate sensors like the WISP-3, and the gray card reference
was independently verified, we can be more confident in the normalisation of the smartphone
Rrs than that of the WISP-3, at least for the particular unit and calibration settings used dur-
ing our campaign. These results suggest that smartphones and other low-cost cameras could
be used to provide closure when there is tension between data from professional instruments
(Section 4.4.5).

Considering the above, the level of closure between smartphone and reference data was
comparable to intercomparisons between professional radiometers to within a factor of 2–
3. The dispersion ζ in radiance was relatively large at 12–19%, 2–3× that reported in a
comparison of hyperspectral instruments on a single, stable platform [92], but as discussed
previously, our radiance measurements were particularly affected by environmental factors
and were taken at slightly different times and positions between instruments. Patchy clouds
can increase the dispersion in radiance match-ups by a factor of 10 or more [126]. In Rrs, the
typical difference was on the order of 10−4–10−3 sr−1 or 9–13%. Comparing hyperspectral
radiometers, Tilstone et al. found mean differences between sensors on the order of 10−3

sr−1 or 1–8%, with outliers up to 13% [114]. A comparison between WISP-3 and RAMSES
sensors under cloudy conditions, similar to ours, found differences in Rrs of 20–30% [126].

Most importantly, the smartphone and reference measurements of Rrs band ratios agreed
to within 2% in three out of four comparisons. The difference was only larger in the iPhone
SE vs. So-Rad comparison, at 3.8%. Since band ratios are what most inversion algorithms
for inherent optical properties and constituent concentrations are based on, it is the band ratio
accuracy that determines the usefulness of smartphones as spectroradiometers. An accuracy
and uncertainty of around 2% is well within most user requirements (Section 4.4.1).

The accuracy of the JPEG data was considerably worse (Section 4.3.4). In Rrs, the dis-
persion in the JPEG vs. WISP-3 comparison was 0.0039 (CI 0.0018, 0.0047) sr−1 or 21%
(CI 12%, 24%), which is in line with previous validation efforts for HydroColor [121, 276]
and other JPEG-based methods [391, 394]. AtM = 0.032 (CI 0.023, 0.041) and ζ = 5.5%
(CI 3.7%, 6.4%), the same is true for the Rrs band ratios [276]. The RAW data performed
better on each of these metrics, most notably by 9× for the RGB Rrs and 2.5× for the band
ratios. These results do not completely invalidate previous JPEG-based methods nor Hydro-
Color specifically [275], but demonstrate the significant increase in accuracy and decrease in
uncertainty obtained by using RAW data.

The results for the hue angle α and FU index were less conclusive. While at first glance
the dispersion of approximately 10° or 1 FU appears to be in line with previous studies
[275, 285, 395], our measurement protocol (Section 4.2.1) did not follow the EyeOnWater
protocol exactly, so the results cannot be compared directly to the aforementioned validation
efforts. Additionally, our data only contained 27 smartphone vs. WISP-3 match-ups and
even fewer for the So-Rad, with little diversity. Lastly, hue angles derived from narrow-band
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multispectral satellite data have been shown to differ systematically by several degrees, up
to 20° in extreme cases, compared to hue angles derived from hyperspectral data [10, 410].
This effect may also be present in the smartphone data and a correction term in the hue angle
algorithm may be necessary [411]. This work used the original hue angle algorithm, which
is based only on the SRFs [402], to enable a comparison between RAW and JPEG data and
between the current study and previous works, particularly the WACODI algorithm [285].
We recommend that future work be done to investigate the magnitude of the hue angle bias
in consumer camera data. Interestingly, there was little difference in accuracy between the
RAW- and JPEG-derived hue angles and FU indices. It is unclear whether this is because the
method is inherently robust to JPEG-induced errors [285], although Gao et al. have suggested
that it is not [391]. More data, from more diverse waters, will be necessary to compare the
accuracy of RAW- and JPEG-based hue angles and FU indices.

A potentially important source of systematic error is the 18% gray card. While the gray
card used here did not deviate significantly from Rre f = 18% (Section 4.2.3), this may not be
true in general. Since many smartphone radiometry projects are aimed at citizen scientists,
who may purchase a wide variety of gray cards and may not always use them correctly, this
presents an important possible source for error. Even a small difference in Rre f can signifi-
cantly bias Rrs. One possible solution to this problem is to issue or recommend standardised
gray cards [391]. Characterising the most popular gray cards is another possibility [400],
which may itself be done through citizen science. The use of relative quantities like band
ratios negates this problem.

4.4.4 Recommendations
Based on previous work and the results discussed above, several recommendations can be
made. Some are specific to smartphones, but most apply in general to above-water radiometry
with consumer cameras since the cameras in most smartphones, digital cameras, UAVs, and
webcams are extremely similar [281].

RAW data provide professional-grade radiometric performance and should be used when-
ever possible. Most consumer cameras now support this natively and many smartphone apps
provide this capacity. Within the MONOCLE17 project, a universal smartphone library for
RAW acquisition and processing is in development. In the future, apps like HydroColor
may simply import this library and use RAW data without further work from the user. The
SPECTACLE Python library (Section 4.2.3) provides this functionality on PCs.

Few calibration data are necessary for above-water radiometry. Our processing pipeline
contains bias and flatfield corrections, demosaics the data to the RGBG2 channels, and nor-
malises by the SRF spectral bandwidths (Figure 4.3). RAW files from virtually all cameras
contain metadata describing the bias correction and demosaicking pattern. The flatfield cor-
rection requires additional data, which can be obtained through do-it-yourself methods [281],
but may also be neglected at little cost in accuracy because its effect is typically small (0.2%
for the iPhone SE and 1.6% for the Galaxy S8) in the central 100 × 100 pixels. The flat-field
correction is more important in approaches that require a wider field-of-view like the multi-
ple gray card approach [391]. The bandwidth normalisation divides out in the calculation of
Rrs and thus is only necessary to obtain accurate radiances. The SRFs are also required to
accurately calculate α and convolve hyperspectral data in validation efforts, but may be ap-
proximated by standard profiles [121]. Low-cost smartphone spectrometers and other novel

17https://monocle-h2020.eu/

https://monocle-h2020.eu/


4

Above-water radiometry with calibrated smartphone cameras 99

methods will soon enable on-the-fly SRF calibrations [284, 412].

As discussed in [281], it is important to accurately record exposure settings. In the current
study, the exposure settings were not recorded, so it is not possible to combine our data with
data from other studies, taken with different settings. The most important exposure settings
are ISO speed and exposure time, which strongly affect the observed signal, but are not
recorded accurately in the image metadata (EXIF). The settings must therefore be recorded
by the user or the app. Since ISO speed does not affect the signal-to-noise ratio (SNR), a
constant value maybe used. Longer exposure times increase the SNR but run the risk of
saturation. Ideally, an automatic exposure time is determined and recorded for each image; if
this is not possible, a single value may be used.

Algorithms to retrieve inherent optical properties from smartphone-based Rrs measure-
ments are best based on band ratios since they are the most precise, reproducible, and accu-
rate. Algorithms based on absolute Rrs in RGB [121,391] are more susceptible to uncertainty
and systematic errors. Because the RGB SRFs are broad and overlapping, some narrow spec-
tral features like pigment absorption peaks cannot be distinguished, and retrieval algorithms
require tuning to specific sites [34]. In edge cases where spectral features fall on wavelengths
where SRFs vary significantly between devices, the reproducibility of retrieval algorithms
between devices may also vary. For example, the iPhone SE and Galaxy S8 B-band SRFs
differ greatly between 550–600 nm [281]. Algorithms that use spectrally distinct peaks, for
example to retrieve chl-a concentrations, should be unaffected. Distinguishing between chl-a
and CDOM, which both absorb in the B and G bands, may require a three-band algorithm
that also estimates the backscattering coefficient bb from the R-band [228]. Alternative colour
spaces like relative RGB [34,386], hue-saturation-intensity [388], and CIE L*a*b* [230] are
also worth exploring. Potential algorithms may be identified through spectral convolution of
archival Rrs spectra [283].

4.4.5 Outlook

The findings presented in this work extend to other methods for smartphone (spectro)radiometry
and to most consumer cameras. This study was performed as a precursor to the field valida-
tion for the iSPEX 2 smartphone spectropolarimeter [284]. The uncertainty, accuracy, and
reproducibility of iSPEX 2 data will be comparable to what was found in this study, although
longer exposure times will be necessary to attain similar photon counts. The low uncertainty
and high accuracy of the Rrs band ratios is particularly promising since iSPEX 2 will measure
hyperspectrally across the visible range, enabling many such algorithms. Also applicable to
iSPEX 2 are some of the limitations found in this work, primarily the dependence on a gray
card and the question of sensitivity in low-light conditions.

There is also potential for low-cost cameras, like webcams and UAV cameras, to augment
professional spectroradiometers. Removal of the direct sun glint remains challenging, requir-
ing assumptions about the spectrum and wave statistics [120,210]. Low-cost camera images,
taken simultaneously with the spectra, could be used to determine the wave statistics akin
to [413] but for individual exposures. A similar system, which flags spectra if the associated
image has saturated pixels, was already demonstrated in [414], and there are further oppor-
tunities for image-based anomaly detection. Finally, low-cost cameras can serve as simple
validation checks for other sensors, for example to identify normalisation problems.
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4.5 Conclusions

In this work, we have assessed the performance of smartphones as multispectral above-water
radiometers. We have extended the existing smartphone-based approaches by using RAW
data, processed through the SPECTACLE method for calibration of consumer cameras [281].
Using field data gathered under realistic observing conditions on and around Lake Balaton,
we have analysed the uncertainty, reproducibility, and accuracy of above-water radiometry
data taken with smartphone cameras. Furthermore, by comparing RAW and JPEG data, we
have determined to what extent our new method improves upon existing work.

The uncertainty of the smartphone data, determined from replicate observations, was on
the percent level and was comparable to professional radiometers. The typical uncertainty
on Rrs band ratios was 0.5–1.9%, leading to percent-level uncertainties in retrieved inherent
optical properties and constituent concentrations. This level of uncertainty falls within the
desired limits for many end users.

The reproducibility between smartphones was excellent, representing a significant im-
provement over existing methods, in some cases nearly tenfold. Any differences in the data
between smartphones could be explained by measurement uncertainties.

The accuracy of smartphone data, as determined from match-ups with reference instru-
ments, was comparable to professional instruments. The typical difference between smart-
phone and reference instruments was 10−4–10−3 sr−1 or 9–13% in RGB Rrs, and 0.004–0.013
or 1.1–3.8% in Rrs band ratios. These differences were an improvement of 9× and 2.5×,
respectively, over JPEG data.

Based on the findings of this study, we recommend the use of RAW data for above-water
radiometry with smartphones by professional and citizen scientists alike. We further recom-
mend that retrieval algorithms be based on Rrs band ratios rather than absolute RGB Rrs.
Potential algorithms may be identified through spectral convolution of archival hyperspectral
data. The conclusions and recommendations described above extend to other consumer cam-
eras and to hyperspectral approaches like iSPEX 2. Future work should focus on determining
the limitations of consumer cameras, primarily in terms of sensitivity, and exploring oppor-
tunities for complementary use of consumer cameras and professional spectroradiometers.

4.A Uncertainty propagation

As discussed above, significant correlations were found between channels in the smartphone
data, as well as between images within one data set. To account for this, the inter-channel
and inter-image covariances were incorporated into the uncertainty propagation.

4.A.1 Covariance and correlation

First, the mean radiances were combined into a single vector L, containing 12 elements,
corresponding to each channel in each image. The radiance vector L for the 07:47 data set is
given in Equation (4.11). The elements of L are in analogue-digital units (ADU) nm−1. To
save space, L is shown in its row vector form LT .
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LT =
[
Lu(R) Lu(G) Lu(B) Lu(G2) Lsky(R) Lsky(G) Lsky(B) Lsky(G2) Ld(R) Ld(G) Ld(B) Ld(G2)

]
=

[
5.10 8.58 5.05 8.59 5.19 9.71 9.60 9.73 7.28 10.53 7.63 10.54

]
(4.11)

The radiance vector L has a corresponding covariance matrix ΣL. The diagonal elements
of ΣL contain the variances of individual elements of L, namely σ2

Lu(R), σ
2
Lu(G), . . . , while

the off-diagonal elements contain the covariances, namely σLu(R)Lu(G), σLu(R)Lu(B), . . . , all in
units of ADU2 nm−2. The covariance matrix corresponding to Equation (4.11) is given in
Equation (4.12). The rows and columns are in the same order as the elements of L, with
σ2

Lu(R) and σ2
Ld(G2) in the top left and bottom right corners, respectively.

ΣL =



0.043 0.003 0.002 0.003 0.006 0.007 0.007 0.007 0.003 0.002 0.002 0.004
0.003 0.050 0.002 0.004 0.002 0.006 0.004 0.001 0.004 0.009 0.003 0.003
0.002 0.002 0.033 0.002 −0.002 −0.004 0.004 −0.004 0.003 0.003 0.007 0.003
0.003 0.004 0.002 0.047 0.004 0.007 0.005 0.009 0.003 0.003 0.003 0.010
0.006 0.002 −0.002 0.004 0.114 0.101 0.075 0.108 −0.003 −0.007 −0.006 −0.007
0.007 0.006 −0.004 0.007 0.101 0.195 0.103 0.151 −0.002 −0.003 −0.007 −0.013
0.007 0.004 0.004 0.005 0.075 0.103 0.142 0.107 −0.004 −0.007 0.001 −0.005
0.007 0.001 −0.004 0.009 0.108 0.151 0.107 0.206 −0.004 −0.010 −0.008 −0.008
0.003 0.004 0.003 0.003 −0.003 −0.002 −0.004 −0.004 0.066 0.007 0.007 0.008
0.002 0.009 0.003 0.003 −0.007 −0.003 −0.007 −0.010 0.007 0.068 0.007 0.013
0.002 0.003 0.007 0.003 −0.006 −0.007 0.001 −0.008 0.007 0.007 0.056 0.010
0.004 0.003 0.003 0.010 −0.007 −0.013 −0.005 −0.008 0.008 0.013 0.010 0.073


(4.12)

It is often easier to think in terms of correlation r, which is dimensionless and ranges from
−1 to 1. The correlation between two quantities is simply their covariance normalised by
their individual uncertainties: rxy =

σxy

σxσy
. r = 0 implies no correlation is present, while r = 1

and r = −1 imply a perfect positive and negative correlation, respectively. When applied
to a covariance matrix, this yields a correlation matrix R. The matrix RL corresponding to
Equation (4.12), is shown in Equation (4.13). The diagonal elements of RL are always 1 and
the matrix is always symmetric.

RL =



1.00 0.05 0.06 0.08 0.09 0.07 0.09 0.08 0.06 0.04 0.04 0.07
0.05 1.00 0.06 0.09 0.02 0.06 0.05 0.01 0.07 0.16 0.06 0.05
0.06 0.06 1.00 0.05 −0.03 −0.05 0.06 −0.05 0.06 0.06 0.16 0.07
0.08 0.09 0.05 1.00 0.06 0.07 0.06 0.09 0.05 0.05 0.07 0.16
0.09 0.02 −0.03 0.06 1.00 0.68 0.59 0.71 −0.03 −0.08 −0.07 −0.08
0.07 0.06 −0.05 0.07 0.68 1.00 0.62 0.75 −0.02 −0.03 −0.07 −0.11
0.09 0.05 0.06 0.06 0.59 0.62 1.00 0.63 −0.04 −0.07 0.01 −0.05
0.08 0.01 −0.05 0.09 0.71 0.75 0.63 1.00 −0.04 −0.09 −0.07 −0.07
0.06 0.07 0.06 0.05 −0.03 −0.02 −0.04 −0.04 1.00 0.11 0.11 0.12
0.04 0.16 0.06 0.05 −0.08 −0.03 −0.07 −0.09 0.11 1.00 0.11 0.19
0.04 0.06 0.16 0.07 −0.07 −0.07 0.01 −0.07 0.11 0.11 1.00 0.15
0.07 0.05 0.07 0.16 −0.08 −0.11 −0.05 −0.07 0.12 0.19 0.15 1.00


(4.13)
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4.A.2 Averaging the G and G2 channels
The G and G2 channels in each image were averaged because these bands have the same
spectral response function. This was done by multiplying L with a simple transfer matrix as
shown in Equation (4.14); M is shown in Equation (4.15).

LRGB = ML (4.14)

M =



1 0 0 0 0 0 0 0 0 0 0 0
0 1/2 0 1/2 0 0 0 0 0 0 0 0
0 0 1 0 0 0 0 0 0 0 0 0
0 0 0 0 1 0 0 0 0 0 0 0
0 0 0 0 0 1/2 0 1/2 0 0 0 0
0 0 0 0 0 0 1 0 0 0 0 0
0 0 0 0 0 0 0 0 1 0 0 0
0 0 0 0 0 0 0 0 0 1/2 0 1/2
0 0 0 0 0 0 0 0 0 0 1 0


(4.15)

Since Equation (4.14) is a simple linear transformation, the propagation of ΣL to ΣLRGB

is a simple matrix multiplication with M and its transpose, as shown in Equation (4.16). In
the special case that all covariances are 0, this reduces to the well-known sum-of-squares
equation.

ΣLRGB = MΣLMT (4.16)

For illustration, the resulting radiance vector LRGB and correlation matrix RLRGB are shown
in Equations (4.17) and (4.18), respectively.

LT
RGB =

[
Lu(R) Lu(G) Lu(B) Lsky(R) Lsky(G) Lsky(B) Ld(R) Ld(G) Ld(B)

]
=

[
5.10 8.59 5.05 5.19 9.72 9.60 7.28 10.54 7.63

]
(4.17)

RLRGB =



1.00 0.09 0.06 0.09 0.08 0.09 0.06 0.07 0.04
0.09 1.00 0.07 0.05 0.09 0.07 0.08 0.19 0.09
0.06 0.07 1.00 −0.03 −0.05 0.06 0.06 0.09 0.16
0.09 0.05 −0.03 1.00 0.74 0.59 −0.03 −0.10 −0.07
0.08 0.09 −0.05 0.74 1.00 0.67 −0.03 −0.10 −0.07
0.09 0.07 0.06 0.59 0.67 1.00 −0.04 −0.08 0.01
0.06 0.08 0.06 −0.03 −0.03 −0.04 1.00 0.15 0.11
0.07 0.19 0.09 −0.10 −0.10 −0.08 0.15 1.00 0.17
0.04 0.09 0.16 −0.07 −0.07 0.01 0.11 0.17 1.00


(4.18)

4.A.3 Remote sensing reflectance

The remote sensing reflectance Rrs, in units of sr−1, was calculated from Lu, Lsky, and Ld

using Equation (4.2). This equation applies to each band individually, meaning that for ex-
ample Rrs(R) only depends on Lu(R), Lsky(R), and Ld(R). However, since there were non-zero
covariances between bands and between images, these were propagated through to Rrs.
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Rrs =
Lu − ρLsky

π
Rre f

Ld
(4.2 rev.)

While the reference reflectance Rre f was assumed to be a constant Rre f = 0.18 in each
band, it had its own uncertainty σRre f = 0.01, which was also propagated through to Rrs.
This was done by appending its uncertainty to ΣLRGB , as shown in block matrix form in Equa-
tion (4.19).

Σ
Rre f

LRGB
=

[
ΣLRGB 0

0 σ2
Rre f

]
(4.19)

Since Equation (4.2) is not a simple linear transformation, a linear approximation was
used in the uncertainty propagation, as shown in Equation (4.20). This is similar to Equa-
tion (4.16), but using the Jacobian matrix of Equation (4.2). This approximation is valid for
functions that are locally well-approximated by a linear function.

ΣRrs = JRrsΣ
Rre f

LRGB
JRrs

T (4.20)

The Jacobian matrix JRrs contains all first-order derivatives of Rrs in each band, as shown
in Equation (4.21).

JRrs =


∂Rrs(R)
∂Lu(R)

∂Rrs(R)
∂Lu(G)

∂Rrs(R)
∂Lu(B)

∂Rrs(R)
∂Lsky(R)

∂Rrs(R)
∂Lsky(G)

∂Rrs(R)
∂Lsky(B)

∂Rrs(R)
∂Ld(R)

∂Rrs(R)
∂Ld(G)

∂Rrs(R)
∂Ld(B)

∂Rrs(R)
∂Rre f

∂Rrs(G)
∂Lu(R)

∂Rrs(G)
∂Lu(G)

∂Rrs(G)
∂Lu(B)

∂Rrs(G)
∂Lsky(R)

∂Rrs(G)
∂Lsky(G)

∂Rrs(G)
∂Lsky(B)

∂Rrs(G)
∂Ld(R)

∂Rrs(G)
∂Ld(G)

∂Rrs(G)
∂Ld(B)

∂Rrs(G)
∂Rre f

∂Rrs(B)
∂Lu(R)

∂Rrs(B)
∂Lu(G)

∂Rrs(B)
∂Lu(B)

∂Rrs(B)
∂Lsky(R)

∂Rrs(B)
∂Lsky(G)

∂Rrs(B)
∂Lsky(B)

∂Rrs(B)
∂Ld(R)

∂Rrs(B)
∂Ld(G)

∂Rrs(B)
∂Ld(B)

∂Rrs(B)
∂Rre f


=


Rre f

πLd(R) 0 0 −ρRre f

πLd(R) 0 0 −Rrs(R)
Ld(R) 0 0 Rrs(R)

Rre f

0 Rre f

πLd(G) 0 0 −ρRre f

πLd(G) 0 0 −Rrs(G)
Ld(G) 0 Rrs(G)

Rre f

0 0 Rre f

πLd(B) 0 0 −ρRre f

πLd(B) 0 0 −Rrs(B)
Ld(B)

Rrs(B)
Rre f

 (4.21)

For illustration, the resulting Rrs, its covariance matrix ΣRrs , and its correlation matrix
RRrs are shown in Equations (4.22) and (4.23), respectively. Evidently, there are strong cor-
relations between the RGB channels in Rrs. The uncertainty in Rre f is particularly important;
halving its value to σRre f = 0.005 approximately halves the off-diagonal elements of RRrs .

Rrs
T =

[
Rrs(R) Rrs(G) Rrs(B)

]
=

[
0.039 0.045 0.036

]
(4.22)

ΣRrs =

9.0 5.5 4.4
5.5 7.5 5.1
4.4 5.1 6.6

 × 10−6 RRrs =

1.00 0.67 0.57
0.67 1.00 0.72
0.57 0.72 1.00

 (4.23)

4.A.4 Band ratios
The calculation of the G/R, B/G, and R/B Rrs band ratios was straightforward and the Jaco-
bian matrix approximation was used again. This is shown in Equation (4.24). We assumed
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this approximation to be valid here due to the small range of our data and relatively small
uncertainties in Rrs.

JRrs,br =


∂(G/R)
∂R

∂(G/R)
∂G

∂(G/R)
∂B

∂(B/G)
∂R

∂(B/G)
∂G

∂(B/G)
∂B

∂(R/B)
∂R

∂(R/B)
∂G

∂(R/B)
∂B

 =

−
G/R2 1/R 0
0 −B/G2 1/G

1/B 0 −R/B2

 (4.24)

The resulting band ratio vector Rrs,br for the 07:47 UTC data and its covariance and
correlation matrices ΣRrs,br and RRrs,br are shown in Equations (4.25) and (4.26).

Rrs,br
T =

[
G/R B/G R/B

]
=

[
1.2 0.79 1.1

]
(4.25)

ΣRrs,br =

 4.5 −0.54 −3.5
−0.54 1.6 −1.7
−3.5 −1.7 5.6

 × 10−3 RRrs,br =

 1.00 −0.20 −0.69
−0.20 1.00 −0.57
−0.69 −0.57 1.00

 (4.26)

4.A.5 Chromaticity and hue angle
Since the colour space transformation from RGB to XYZ was a simple linear transformation,
so was the uncertainty propagation, analogous to Equation (4.16). As discussed in the main
paper, the uncertainties on the elements of the transformation matrices were ignored here. The
results for the 07:47 data are shown in Equations (4.27) and (4.28). The resulting correlations
were very strong, particularly for Rrs(X) and Rrs(Y), due to the spectral overlap between the
XYZ colour-matching functions amplifying the existing correlations in Rrs(RGB).

Rrs,XYZ
T =

[
Rrs(X) Rrs(Y) Rrs(Z)

]
=

[
0.040 0.041 0.037

]
(4.27)

ΣRrs,XYZ =

6.5 6.3 5.2
6.3 6.2 5.3
5.2 5.3 6.2

 × 10−6 RRrs,XYZ =

1.00 0.98 0.81
0.98 1.00 0.85
0.81 0.85 1.00

 (4.28)

The resulting uncertainties were further propagated analytically into (x, y) chromaticity,
again using the Jacobian matrix approximation as shown in Equations (4.29) and (4.30).

Rrs,xy =
[
x y

]
=

[
X

X+Y+Z
Y

X+Y+Z

]
(4.29)

JRrs,xy =

 Y+Z
(X+Y+Z)2

−X
(X+Y+Z)2

−X
(X+Y+Z)2

−Y
(X+Y+Z)2

X+Z
(X+Y+Z)2

−Y
(X+Y+Z)2

 (4.30)

The results for the 07:47 data are shown in Equation (4.31) and (4.32)

Rrs,xy
T =

[
x y

]
=

[
0.34 0.35

]
(4.31)

ΣRrs,xy =

[
2.7 1.2
1.2 1.3

]
× 10−5 RRrs,xy =

[
1.00 0.65
0.65 1.00

]
(4.32)
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The uncertainty propagation from (x, y) to hue angle α is problematic. α itself is cal-
culated using Equation (4.6), giving α = 71° for the 07:47 data. The associated Jacobian
matrix is given in Equation (4.33) and can be applied, giving an uncertainty of σα = 4° in the
example.

α = arctan2 (y − 1/3, x − 1/3) mod 2π (4.6 rev.)

Jα =
[

−(y−1/3)
(x−1/3)2+(y−1/3)2

x−1/3
(x−1/3)2+(y−1/3)2

]
(4.33)

However, for (x, y)→ (1/3, 1/3), the assumption underpinning this method, namely that the
transformation can be locally approximated by a linear one, breaks down. This can result in
extremely large uncertainty estimates, such as α = (89 ± 59)° for the 2019-07-03 12:32 UTC
Galaxy S8 data, where (x, y) = (0.3334, 0.3409). For this reason, the uncertainty in α is better
estimated from replicate observations rather than this analytical propagation.

4.B Smartphone RGB to XYZ transformation

The RGB to XYZ transformation matrices for the iPhone SE and Galaxy S8 were calculated
by determining the locations of the RGB primary vectors in XYZ space, following https:
//www.ryanjuckett.com/rgb-color-space-conversion/. This process was implemented in
Python and integrated into the SPECTACLE module, available from https://github.com/mon
ocle-h2020/camera_calibration.

The transformation matrix MRGB→XYZ had the RGB primary vectors, rXYZ , gXYZ ,bXYZ , as
its columns, as shown in block matrix form in Equation (4.34).

MRGB→XYZ =
[
rXYZ gXYZ bXYZ

]
(4.34)

First, the RGB SRFs were convolved with the CIE XYZ colour matching functions
(CMFs) to give r′XYZ , g

′
XYZ ,b

′
XYZ . This is shown in Equation (4.35), where S R,G,B is the SRF

for the RGB bands, and x̄, ȳ, z̄ are the CMFs. λ dependencies are dropped for clarity. The
integrals were evaluated numerically from 390–700 nm.

r′XYZ =


∫

S R x̄dλ∫
S Rȳdλ∫
S Rz̄dλ

 g′XYZ =


∫

S G x̄dλ∫
S Gȳdλ∫
S G z̄dλ

 b′XYZ =


∫

S B x̄dλ∫
S Bȳdλ∫
S Bz̄dλ

 (4.35)

The normalisation of r′XYZ , g
′
XYZ ,b

′
XYZ was arbitrary, and they needed to be re-normalised

to the desired E-type illuminant white point wXYZ =
[
1 1 1

]T
. First, the corresponding

vectors in xyz chromaticity were calculated as shown in Equation (4.36).

rxyz =
r′XYZ∑

XYZ

r′XYZ

gxyz =
g′XYZ∑

XYZ

g′XYZ

bxyz =
b′XYZ∑

XYZ

b′XYZ

(4.36)

Similarly, the following held for the column vectors of MRGB→XYZ :

https://www.ryanjuckett.com/rgb-color-space-conversion/
https://www.ryanjuckett.com/rgb-color-space-conversion/
https://github.com/monocle-h2020/camera_calibration
https://github.com/monocle-h2020/camera_calibration
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rXYZ = rxyz

∑
XYZ

rXYZ gXYZ = gxyz

∑
XYZ

gXYZ bXYZ = bxyz

∑
XYZ

bXYZ (4.37)

Combining Equations (4.34) and (4.37) led to the following:

MRGB→XYZ =

[
rxyz

∑
XYZ

rXYZ gxyz

∑
XYZ

gXYZ bxyz

∑
XYZ

bXYZ

]
(4.38)

=

rx gx bx

ry gy by
rz gz bz




∑
XYZ

rXYZ 0 0

0
∑
XYZ

gXYZ 0

0 0
∑
XYZ

bXYZ


(4.39)

The unknowns in the diagonal matrix on the right were determined by defining the white
point w to be an eigenvector of MRGB→XYZ with eigenvalue 1, as shown in Equation (4.40).

MRGB→XYZw = w (4.40)

rx gx bx

ry gy by
rz gz bz




∑
XYZ

rXYZ 0 0

0
∑
XYZ

gXYZ 0

0 0
∑
XYZ

bXYZ


111

 =

111
 (4.41)

rx gx bx

ry gy by
rz gz bz




∑
XYZ

rXYZ∑
XYZ

gXYZ∑
XYZ

bXYZ


=

111
 (4.42)



∑
XYZ

rXYZ∑
XYZ

gXYZ∑
XYZ

bXYZ


=

rx gx bx

ry gy by
rz gz bz


−1 111

 (4.43)

Since all elements on the right-hand side of Equation (4.43) were known, the elements
on the left-hand side could be calculated. Finally, plugging these back into Equation (4.39)
resulted in the RGB to XYZ transformation matrix. The resulting matrices for the iPhone SE
and Galaxy S8 are provided in the main paper.
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5 | Biases from incorrect reflectance
convolution

Adapted from

Olivier Burggraaff

Optics Express, 28(9), 13801–13816 (2020)

doi:10.1364/OE.391470

Reflectance, a crucial earth observation variable, is converted from hyperspectral to multi-
spectral through convolution. This is done to combine time series, validate instruments, and
apply retrieval algorithms. However, convolution is often done incorrectly, with reflectance
itself convolved rather than the underlying (ir)radiances. Here, the resulting error is quantified
for simulated and real multispectral instruments, using 18 radiometric data sets (N = 1799
spectra). Biases up to 5% are found, the exact value depending on the spectrum and band
response. This significantly affects extended time series and instrument validation, and is
similar in magnitude to errors seen in previous validation studies. Post-hoc correction is
impossible, but correctly convolving (ir)radiances prevents this error entirely. This requires
publication of original data alongside reflectance.

https://doi.org/10.1364/OE.391470
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5.1 Introduction

Reflectance, the spectral fraction of light reflected by a surface, is an essential earth obser-
vation (EO) variable. It forms the basis for data products such as chlorophyll and suspended
matter in water [62, 227, 232], and canopy cover and biomass on land [415, 416]. As such,
it is a routine data product for EO satellites, including NASA’s Landsat and ESA’s Sentinel
programmes, and in situ radiometers.

Spectral data are divided into two categories, namely multispectral and hyperspectral.
Multispectral instruments observe in several broad, discrete wavelength bands. Examples
include the Moderate Resolution Imaging Spectrometer (MODIS) and the Visible Infrared
Imaging Radiometer Suite (VIIRS), but also in situ instruments including unmanned aerial
vehicles (UAVs) and even smartphones [281]. Conversely, hyperspectral instruments provide
continuous wavelength coverage with a fine spectral resolution. Examples include the TriOS
RAMSES, Sea-Bird HyperOCR, and ASD FieldSpec field-going spectroradiometers, as well
as the Ocean Color Instrument (OCI) due to fly on the Plankton, Aerosol, Cloud, ocean
Ecosystem (PACE) mission. Hyperspectral data have a finer spectral sampling and, typically,
resolution and thus contain more information than multispectral ones, but depending on the
instrument design, often collect less light in each band, giving a worse signal-to-noise ratio.

Since the current EO landscape is a mixture of both types, it is often desirable to convert
data between the two, typically from hyper- to multispectral. Three common use cases for this
process exist, namely combining time series, instrument validation, and retrieval algorithms.

The first use case is merging and extending time series using different sensors. Long-
term, high temporal resolution time series are necessary to study fundamental biogeochemical
processes and long-term effects [195, 220] such as climate change [417]. Current efforts
focus on merging multispectral time series, on the radiance or reflectance level [91,418,419],
achieving relative errors on reflectance <5% [91, 419], or on the end product level [220,
420]. Future efforts will focus on extending multispectral time series with new hyperspectral
sensors, for example extending MODIS/VIIRS aerosol optical depth (AOD) series with OCI
(PACE) data [421]. This is done by converting hyperspectral data to the multispectral sensor’s
bands, to simulate what the latter would have measured. However, calibration differences
and sensor characterisation imperfections can introduce significant biases, for example up to
0.10 AOD for OCI-MODIS/VIIRS [421].

The second use case is the validation of multispectral (often satellite) data using in situ
hyperspectral sensors. This is done by comparing simultaneous match-up measurements from
both instruments [152]. Validation is done on all products, including normalised radiance
[422], reflectance [415, 418, 423, 424], and derived products such as chlorophyll [220, 223]
and inherent optical properties (IOPs) [424]. Similar validation is done for in situ multispec-
tral sensors, such as UAVs [425] and smartphones [121, 276]. Vicarious calibration simi-
larly involves comparing match-up data, but aimed at determining satellite gain factors [113].
Since vicarious calibration is performed on (normalised) radiance rather than reflectance, it
is outside the scope of this work, though a brief discussion is given in Section 5.2.4.

The third use case is the application of multispectral retrieval algorithms to hyperspec-
tral data. Such algorithms are commonly based on the ratio between spectral bands and are
thus called band-ratio algorithms. For example, band-ratio algorithms relating chlorophyll
to Sentinel-2A (S2A) Multispectral Instrument (MSI) bands have been developed for Viet-
namese [221] and Estonian [62] lakes, the latter with a mean standard error in chlorophyll-a
of 5%. While derived on multispectral data, such algorithms are also applied to hyperspectral
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data, both to derive products and for validation, requiring a spectral conversion. Differences
between these converted data and in situ data have been found [426], which may be due in part
to incorrect treatment of radiometry. It should be noted that instead of a spectral conversion,
often only the central band wavelength reflectance is used [223, 227].

Converting hyperspectral data to multispectral bands is commonly, though not exclu-
sively (see Section 5.2.2), termed spectral convolution. An in-depth description is provided
in Section 5.2, but in short, the hyperspectral data are multiplied by the spectral response
function (SRF) of the multispectral band and the product is integrated. This is done for quan-
tities including radiance [427, 428], optical thickness [428, 429], IOPs [424, 430], vegetation
indices [416], and reflectance [415, 430].

However, reflectance is often convolved incorrectly. As shown in Section 5.2, hyper-
spectral reflectance cannot simply be convolved to simulate what a multispectral instrument
would observe. Instead, the numerator and denominator, (ir)radiances, should be convolved
separately and then divided. This error occurs frequently in the literature, for example
in [62, 121, 221, 227, 276, 415, 416, 418, 420, 423–425, 431, 432], with few works convolv-
ing radiances before division [223, 426, 433].

This work quantifies the error induced by incorrect spectral convolution of reflectance in
each of the three use cases, for a variety of synthetic and real instruments using 18 archival
data sets totaling N = 1799 spectra. To narrow the scope, this work focuses on remote
sensing of ocean colour. However, the principles and methods apply broadly to any fractional
quantity, including other reflectances (soil, vegetation), attenuation coefficients, and degree
of polarisation, as well as spatial convolution [434]. While the existence of this error has
been pointed out previously [430, 433, 435] and quantified at . 1% for a single data set and
sensor [430], a large-scale quantitative assessment has not yet been published.

This work fits into a wider field of EO error analysis. Recent efforts include investigations
into the out-of-band response of EO sensors [115], the impact of differing spectral [433] and
spatial [434] resolutions on satellite match-up analyses, and the impact of hyperspectral SRFs
having a non-zero bandwidth [436]. On the experimental side, significant efforts have gone
into glint removal in above-water radiometry [120, 206, 209] and rigorous characterisation
of instrumental [281, 425] and methodological [152, 435] uncertainties. A broad, in-depth
overview of uncertainties in ocean colour data is provided in the recently published Interna-
tional Ocean Color Coordination Group (IOCCG) report number 18 [88].

Section 5.2 describes the theoretical background of reflectance and spectral convolution.
Section 5.3 describes the data used in this work and the method for quantifying the convolu-
tion error. Results are presented in Section 5.4. Finally, Section 5.5 contains a discussion of
the results and conclusions.

5.2 Theoretical background

5.2.1 Reflectance

Reflectance R is the ratio of upwelling over downwelling (ir)radiance. Radiance L(λ, θ, φ) is
the radiant energy per wavelength λ propagating in a direction (θ, φ), in W m−2 nm−1 sr−1,
while irradiance E(λ) is L integrated over a solid angle, in W m−2 nm−1. The units of R
depend on which ratio is taken. Since this work deals only with wavelength dependence,
(θ, φ) terms are dropped henceforth for clarity.
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Different reflectances can be defined by dividing different (ir)radiances. Examples include
the bi-directional radiance reflectance [415], the non-directional irradiance reflectance [432],
and the uni-directional remote sensing reflectance Rrs used in ocean colour [120,209]. As de-
fined in Equation (5.1), Rrs is the ratio of water-leaving radiance Lw [120] over downwelling
irradiance Ed [97], in units of sr−1. This work focuses on Rrs, but the same mathematics apply
to any reflectance.

Rrs(λ) =
Lw(λ)
Ed(λ)

(5.1)

5.2.2 Spectral convolution
Multispectral data are simulated from hyperspectral data through spectral convolution. As
shown in Equation (5.2), this involves multiplying the hyperspectral data L(λ) by the multi-
spectral band SRF S B(λ), integrating the result over all wavelengths in the band (

∫
λ∈B dλ),

and normalising by the effective bandwidth. In this work, convolved quantities are denoted
by a bar, such as L̄(B) in Equation (5.2). In practice, spectral convolution is often a sum over
discrete L and S B data. The convolution process is shown graphically in Figure 5.1.

L̄(B) =

∫
λ∈B L(λ)S B(λ)dλ∫

λ∈B S B(λ)dλ
(5.2)

Convolving hyperspectral data is really an approximation, due to the finite spectral res-
olution of hyperspectral sensors. As derived in Appendix 5.A, this method is valid if the
full width at half maximum (FWHM) of the multispectral band is at least double that of the
hyperspectral sensor.

Nomenclature

Various names for this process are used in the literature, including convolution or convolving
[97, 152, 276, 415, 416, 418–420, 423, 425, 427, 432, 433, 435, 436], SRF-weighting [429],
simulation [426], and band-averaging [121, 281, 424, 427, 428, 430]. Since it is the most
common term, ‘spectral convolution’ is used in this work. However, it should be noted that
this term may instead refer to smoothing the spectrum with a kernel [99]. Finally, since
neither process involves transforming the SRF, both are actually cross-correlations rather
than convolutions.

5.2.3 Reflectance convolution
Just as the hyperspectral remote sensing reflectance Rrs(λ) is Lw(λ) over Ed(λ), the convolved
R̄rs(B) is L̄w(B) over Ēd(B). Both are calculated as in Equation (5.2) and then divided, as
shown in Equation (5.3). Convolving (ir)radiances to calculate a band-average reflectance
will be referred to in this work as working in radiance space or L-space, and the result as
R̄L

rs(B). Mathematically, this is the correct method for convolving Rrs to simulate multispec-
tral data.

R̄L
rs(B) =

L̄w(B)
Ēd(B)

=

∫
λ∈B Lw(λ)S B(λ)dλ∫
λ∈B Ed(λ)S B(λ)dλ

(5.3)
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Instead, one might simply convolve Rrs itself. This will be referred to as working in
reflectance space or R-space and the result as R̄R

rs(B). The expression for R̄R
rs(B) is given in

Equation (5.4).

R̄R
rs(B) =

∫
λ∈B Rrs(λ)S B(λ)dλ∫

λ∈B S B(λ)dλ
=

∫
λ∈B

Lw(λ)
Ed(λ) S B(λ)dλ∫

λ∈B S B(λ)dλ
(5.4)

Working in R-space is incorrect, as shown in Figure 5.1 and the following example. First,
let the SRF S B(λ) be a boxcar response of 1 for 0 ≤ λ ≤ 1 and 0 elsewhere. Then all inte-
grals need only be evaluated for those wavelengths and the SRF bandwidth is 1. Second, let
Lw(λ) = eeλ and Ed(λ) = e−eλ. Such spectra are not physical but demonstrate the mathemat-
ical principles well. As shown in Equations (5.5) and (5.6), R̄L

rs(B) ≈ 15 and R̄R
rs(B) ≈ 42

differ significantly.

R̄L
rs(B) =

∫ 1
0 eeλdλ∫ 1

0 e−eλdλ
≈

5.2
0.3
≈ 15 (5.5)

R̄R
rs(B) =

∫ 1
0

eeλ

e−eλ dλ

1
=

∫ 1

0
e2eλdλ ≈ 42 (5.6)

5.2.4 General rule
Convolution is a useful tool, but the order of operations is not always intuitive. A general
rule of thumb can be used, which applies to any kind of convolution (spectral or spatial)
when converting high- to low-resolution (spectral or spatial) data. For other purposes, such
as smoothing, reflectance itself can be transformed.

As a rule of thumb, only quantities the lower-resolution sensor would observe can be con-
volved. This includes the at-sensor (ir)radiance (in physical units [435]) but not reflectance
and derived products. Propagation of in situ radiances, through surfaces when measured un-
derwater [120] or through the atmosphere for vicarious calibration [113], must occur prior
to convolution to accurately simulate the radiance at a multispectral sensor. Simplifications
may be necessary [115, 428, 437] but should be mathematically justified. Finally, hyperspec-
tral upwelling radiance Lu, measured in- or above-water, should be converted to Lw [120]
before convolution when comparing it to multispectral Lw.

5.3 Methods
Archival data sets containing (ir)radiance and reflectance data were used to test the principles
described in Section 5.2 and quantify the errors resulting from working in R-space rather than
L-space. All analysis was done using custom Python scripts, available from GitHub18.

5.3.1 Radiometric data
18 archival radiometric data sets were used [37, 438–451], totaling N = 1799 spectra. Data
were sourced from the SeaWiFS Bio-optical Archive and Storage System (SeaBASS) [241]

18https://github.com/burggraaff/reflectance_convolution

https://github.com/burggraaff/reflectance_convolution
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and PANGAEA19. Only data sets including either the original radiometric data or Rrs and
Lw or Ed were used. In most cases, the given Rrs and Ed were used and Lw = RrsEd was
reconstructed. This reduced the amount of post-processing, such as glint removal, that was
necessary. All spectra used in the further analysis are shown in Figure 5.2. An overview of
the data and post-processing is provided in Appendix 5.B.

Small imperfections in the resulting data, such as residual atmospheric bands in Rrs (Fig-
ure 5.2), are no problem. For this work, it is only necessary to obtain a set of realistic spectra,
not to determine IOPs. Negative Rrs were removed since they are not physical but instead
the result of measurement error or over-correction of glint; this is no problem for the same
reason.
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s

Figure 5.2: All radiometric data used in this work, in SI units. N(λ) is the number of spectra that include
wavelength λ. The bottom left panel is a zoom on the top right one. Individual spectra are plotted with
high transparency.

5.3.2 Spectral convolution

Spectral convolution was implemented in the custom Python library described above. The
radiometric data were interpolated to the SRF wavelengths. If the radiometric data and SRF
wavelengths did not overlap fully, the convolution was only done if the integral of the SRF
over the non-overlapping wavelengths was ≤5% of its total integral. The integration was done
using the SciPy implementation of Simpson’s rule in the integrate.simps function [398].

In each experiment, data were convolved in both L- and R-space, and the resulting re-
flectances were compared in absolute and relative terms. The absolute difference is ∆R̄rs =

R̄R
rs(B) − R̄L

rs(B), meaning a positive ∆R̄rs corresponds to an overestimation in R-space. The
relative difference was normalised to R̄L

rs(B), and set to 0% if R̄L
rs(B) = 0 sr−1. All spectra

were treated separately, enabling a statistical analysis of the difference on varying input spec-
tra. Due to the finite spectral resolution of the hyperspectral data, some data sets could not be
convolved with some multispectral SRFs (see Appendix 5.A).

19https://pangaea.de/

https://pangaea.de/
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5.3.3 Spectral response functions

Synthetic

The dependence of ∆R̄rs on band location and width was investigated by generating vari-
ous synthetic boxcar and Gaussian filters. Both are common approximations of real SRFs
[416,430]. Boxcars were evaluated on wavelengths with an non-zero response, Gaussians on
wavelengths from 320–800 nm. For both, a 0.1 nm step size was used to properly sample
narrow bands. Central wavelengths between 330–809 nm (1 nm steps) and FWHMs of 6–65
nm (1 nm steps) were used, representative of real multispectral instruments (Section 5.3.3).

Real instruments

The behavior of ∆R̄rs for real multispectral instruments, namely eleven satellite instruments
and three low-cost sensors, was also investigated. A selection of these is shown in Fig-
ure 5.3. Panchromatic bands were not used as they are intended for spatial sharpening, not
reflectance measurements. Only bands fitting the radiometric data (within 320–1300 nm)
were used. The satellite instruments were the Enhanced Thematic Mapper Plus (ETM+)
aboard Landsat 7 [452], Operational Land Imager (OLI) aboard Landsat 8 [453], Coastal
Zone Color Scanner (CZCS), Sea-Viewing Wide Field-of-View Sensor (SeaWiFS), MODIS
aboard Aqua and Terra, Medium Resolution Imaging Spectrometer (MERIS), VIIRS aboard
Suomi NPP [454], MSI aboard S2A/B [455], and the Ocean and Land Colour Instrument
(OLCI) aboard Sentinel-3A/B (S3A/B) [456]. These are all commonly used to measure Rrs.
The low-cost sensors were one UAV, the DJI Phantom Pro 4, and two smartphones, the iPhone
SE and Samsung Galaxy S8 [281]. Such sensors have become popular in their own right as
they can provide radiance data, if radiometrically calibrated [121,281,425], but also serve as
proxies for new cubesat sensors such as the Planet Labs RapidEye and Dove series.

The radiometric response and SRF may be affected by mechanical and electronic effects,
including satellite launch and sensor drift, as well as by viewing angle and electronic cross-
talk. Using up-to-date calibration data from the instrument developer negates these problems.
Here, the SRFs recommended by instrument developers or in literature were used, represen-
tative of what is done in the wider literature.
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Figure 5.3: Selected spectral response functions (SRFs) of real sensors used in this work, labelled from
top to bottom. For this plot, each SRF was normalised to a maximum of 1.
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5.3.4 Retrieval algorithm propagation
Finally, the error induced by R-space convolution was propagated through several retrieval
algorithms. These were the polynomial OCx chlorophyll-a (Chl-a) algorithms [220] for
MODIS (OC6, OC3), SeaWiFS (OC4), MERIS (OC4), VIIRS (OC3), and CZCS (OC3),
the exponential Ha+17 S2A/MSI Chl-a algorithm [221], and the polynomial Lymburner+16
(LL+16) OLI total suspended matter (TSM) algorithm [420]. These are representative of
most multispectral retrieval algorithms in the literature, which differ only in bands used or
coefficient values.

Equation (5.7) describes OCx, with [Chl-a] in mg m−3, ai instrument-specific empirical
coefficients, and λB, λG the instrument’s blue and green bands. The Ha+17 algorithm is
given in Equation (5.8), with B3, B4 the Rrs in the respective S2A/MSI bands. The LL+16
algorithm is given in Equation (5.9), with G, R the Rrs in the OLI Green and Red bands, and
TSM in mg L−1.

log10 ([Chl-a]) = a0 +

4∑
i=1

ai

[
log10

(
Rrs(λB)
Rrs(λG)

)]i

(5.7)

[Chl-a] = 0.80 exp
(
0.35

B3
B4

)
(5.8)

TSM = 3957
(G + R

2

)1.6436

(5.9)

For each input spectrum, both R̄L
rs and R̄R

rs were propagated through each algorithm and
the results were compared, analogous to the R̄rs comparison described in Section 5.3.2.

5.4 Results

5.4.1 Simulated instruments

The reflectance convolution error ∆R̄rs was calculated for the synthetic SRFs described in
Section 5.3.3. As an example, Figure 5.4 shows ∆R̄rs as a function of central wavelength
λc and FWHM for the seaswir-a (see Table 5.1) data. The sign and magnitude of the error
depend on the input spectrum. For example, the local minima around 400 and 520 nm cor-
respond to local maxima in the derivative Ed spectrum dEd/dλ. Similarly, the local maxima
at 480 nm correspond to a local minimum in dEd/dλ. Furthermore, the magnitude of ∆R̄rs

increases with wider FWHMs. This is expected since Ed, Lw, and Rrs are less spectrally flat
over a wider spectral range [430].

Rather than a random error around a median of 0, the difference is a systematic bias in
either direction. This is especially clear in Figure 5.4 at λc ≤ 460 nm. Being a bias, it needs
to be corrected rather than simply incorporated into an error budget. This will be discussed
in Section 5.5.

Similar trends were found in the other data sets and with the Gaussian SRFs. For the latter,
the λc–∆R̄rs relation was similar to boxcars with the same FWHM, but larger in magnitude
and smoother. This is due to the Gaussian wings covering more of the spectrum than the
boxcar’s sharp edges. For example, for λc = 420 nm, ∆R̄rs = (−1.5±0.2)% for a 30 nm boxcar
and (−3.8 ± 0.4)% for a 30 nm Gaussian, error bars indicating the 5%–95% range, for the
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Figure 5.4: Relative reflectance convolution error (Section 5.3.2) in the seaswir-a data with boxcar
filters of varying FWHM, as a function of central wavelength λc. Lines indicate the median error for
each filter, shaded areas the 5%–95% range.

seaswir-a data. Finally, the same boxcar filter applied to the tarao data gave ∆R̄rs(420 nm) =

(+0.01 ± 0.02)%. This value is much smaller since the tarao spectra are smoother than the
seaswir-a ones; a similar trend was seen across all data sets. These differences highlight the
importance of determining this error for each filter and data set, as an ensemble correction is
impossible.

5.4.2 Real instruments

∆R̄rs was also calculated using the real SRFs described in Section 5.3.3. For example, Fig-
ure 5.5 shows the distribution of ∆R̄rs across all data for the five OLI bands. As with the
synthetic sensors, ∆R̄rs is typically a bias in one direction rather than a random error and
its magnitude and sign depend on the input spectrum. For example, in the OLI Blue band
∆R̄rs > 0 for 77% (1380/1799) of spectra while in Green ∆R̄rs < 0 for 80% (1444/1799).
Furthermore, a similar trend for larger errors with wider bands was seen, for example in the
OLI Green band (λc = 562 nm, FWHM = 57 nm) ∆R̄rs = (−0.2+0.4

−0.9)% while in the similar
S3A/OLCI Oa6 band (λc = 560 nm, FWHM = 10 nm) ∆R̄rs = (−0.00+0.03

−0.05)%. No significant
differences were found between paired instruments such as S3A/OLCI and S3B/OLCI. Some
multispectral band-data set combinations are technically invalid (Appendix 5.A); however,
these need not be excluded from these overall statistics, as they do not affect the observed
trends.

Comparing the convolution error between data sets, as in Figure 5.6 for the OLI Green
band, again revealed significant differences. Depending on the data, ∆R̄rs was a systematic
underestimation (tarao ∆R̄rs = (−0.7 ± 0.2)%), overestimation (seaswir-r ∆R̄rs = (+0.2 ±
0.1)%), or a random error around 0 (orinoco ∆R̄rs = (+0.1+0.3

−0.5)%). This is similar to what
was observed in Section 5.4.1 and again shows that the error must be quantified separately
for each filter and data set.

Low-cost sensors

Finally, the SPECTACLE low-cost sensors [281] are particularly interesting due to their broad
bands. The convolution error in their RGB bands, using all data, is shown in Figure 5.7.
Interestingly, ∆R̄rs was largest in the relatively narrow R bands, possibly due to the shapes
of the input spectra or the multi-peaked SRFs [281]. Overall, the large magnitude of ∆R̄rs
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Figure 5.6: Reflectance convolution error in the OLI green band for each data set. The boxplots repre-
sent the error distribution within each data set as in Figure 5.5.

(down to −5% in the R bands) highlights the importance of correct spectral convolution for
these sensors.

5.4.3 Retrieval algorithms
Finally, the reflectance convolution error was propagated through the retrieval algorithms
described in Section 5.3.4. The results for the smf-a data set are shown in Figure 5.8. As in
the previous sections, the propagated error in Chl-a and TSM was a bias of a few percent.
Its sign varied by data set and by algorithm; for example, for the seaswir-a data, VIIRS OC3
underestimated Chl-a (∆Chl-a = −1.4+0.7

−0.3%) while CZCS OC3 overestimated it (∆Chl-a =

+0.8+0.3
−0.1%). The magnitude of the error was consistently on the percent level for all data sets

and algorithms. These results are representative for most band-ratio algorithms, as discussed
in Section 5.3.4.

5.5 Discussion & conclusions

In this work, the effects of incorrectly convolving reflectance when simulating multispectral
data (Section 5.2) were investigated. While this error has been pointed out previously [430,
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each data set as in Figure 5.5.

433, 435], it still commonly occurs in the literature (see Section 5.1). Only one quantitative
analysis was found, in which for one data set and one sensor the difference was found to
be .1% and neglected [430]. However, this result cannot be generalised to all data sets and
sensors, as shown in this work.

Significant errors, up to several percent, in the remote sensing reflectance (∆R̄rs) were
found for all data sets and sensor bands (Sections 5.4.1 and 5.4.2). The error was largest
near features in the input spectra, particularly peaks in the derivative of Ed (dEd/dλ), and for
sensors with wide FWHMs, especially low-cost sensors (Section 5.4.2). For example, in the
narrow (FWHM ≈ 10 nm) OLCI bands, |∆R̄rs| . 0.1%, while in the wide (FWHM > 50 nm)
R bands of low-cost sensors, |∆R̄rs| > 5% for >5% of the spectra. Furthermore, the magnitude
and sign of ∆R̄rs differed significantly between data sets due to varying spectral shapes.

Since uncertainty requirements are typically ±5% for satellite-derived Rrs, and even
stricter for validation data [88], errors on this scale are significant. Moreover, the error was
typically a bias, causing a systematic over- or underestimation of R̄rs and derived products.
Preventing such biases is crucial to obtain representative data [88]. Finally, the convolution
error is important simply due to its prevalence in the literature [62, 121, 221, 227, 276, 415,
416, 418, 420, 423–425, 431, 432].

If not prevented, the convolution error will create dubious patterns in combined time
series. Depending on the data set and sensor, the convolution error is similar to or larger
than errors found in existing band-shifting algorithms for combining multispectral time series
[91, 419]. With the launch of PACE, for which time series extension is a primary goal [421],
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this effect must be accounted for to achieve desired uncertainty requirements [88, 433].
Similarly, incorrect reflectance convolution in instrument validation leads to systematic

over- or undercorrections. For example, reflectances from the HydroColor smartphone app
have been validated using WISP [121] and HyperSAS [276] data, convolved in R-space,
finding significant errors and biases. Biases of −9.5× 10−4 to +1.3× 10−4 sr−1 were found in
the WISP comparison; in Section 5.4.2, the convolution error caused biases on the order of
10−4 sr−1 for 5%–14% of spectra, varying per band. Errors in the HyperSAS comparison were
on the percent level, similar to the errors up to 5% found in Section 5.4.2. Interestingly, in
both studies the convolved data underestimated the multispectral data, as would be expected
from the negative biases found in this work. This suggests that the convolution error may
have contributed a significant part of the error in both studies. However, a direct comparison
is difficult due to differing input spectra, as shown in Figure 5.6, and band responses. Thus,
the error in these cases cannot definitively be attributed to incorrect convolution. Additionally,
many other factors causing significant errors in low-cost sensor data are known [281].

This importance for validation also applies to satellites. For example, in [424], systematic
underestimations up to 1% were found in band-average R̄rs (compared to hyperspectral Rrs)
convolved in R-space with the OLI, MSI, and ETM+ SRFs. This is similar to, and may be
explained by, the reflectance convolution error found for these sensors in Section 5.4.2 and
shown in Figures 5.5 and 5.6. The same study found no significant errors in convolved VIIRS
and OLCI reflectance, agreeing with the correlation between FWHM and error demonstrated
in Section 5.4.1.

Conversely, the effects on retrieval algorithms are minor. The convolution error in Chl-
a and TSM algorithms (Section 5.4.3) was on the percent level. Since errors in satellite-
retrieved Chl-a can be up to 500% [232], a bias of a few percent can safely be neglected.
Typical TSM errors are less extreme but still significantly larger than the ≤1% found here
[227, 420]. While only a few algorithms were tested, as discussed in Section 5.3.4, these
results are representative for most band-ratio algorithms. While many studies opt to use only
the central band wavelength, not the full SRF [223, 227], in which case the convolution error
does not occur, comparing narrow- and wide-band data that way introduces similar problems,
described in [430].

Prevention of the convolution error is straight-forward while post-hoc correction is not.
As explained in Section 5.2, simply convolving (ir)radiances instead of reflectance prevents
the error from occurring, and is the only mathematically correct procedure. Of course this
requires the original data to be available, which is not always true. Post-hoc correction is
impossible since the error is highly variable across different sensors and data sets. When
lacking original data, the reported uncertainty may simply be increased by a few percentage
points [430] but this fails to account for systematic biases. An estimate may be made, for ex-
ample by reconstructing Lw from a reported Rrs and simulated Ed, but this introduces further
assumptions.

To this end, it is recommendable that published data sets, intended for satellite validation,
contain not only products such as reflectance but also the raw data, at-sensor (ir)radiance
data, and calibration data. This way, the convolution error can be avoided. Furthermore, it
would greatly increase the amount of data available for other studies requiring radiometric
data, such as those into glint removal [206]. Finally, publication of original data, as well as
sensor characteristics, allows for traceability, which is crucial for quality control [88].

While this work focused on the remote sensing reflectance Rrs using ocean colour data,
the principles and conclusions are broadly applicable. A general rule of thumb on convolution
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practice is given in Section 5.2.4. In short, the principles outlined in this work are relevant
to the simulation of low-resolution data from high-resolution data. This includes all types of
reflectance, as well as other divisional quantities such as attenuation coefficients and degree
of polarisation. Furthermore, it includes all types of convolution, including spectral and
spatial. In all cases, a correct order of operations is crucial to prevent systematic errors. Any
simplifications should be justified mathematically, not made at whim.

5.A Validity of spectral convolution

Consider a source radiance spectrum Lsrc(λ), observed by a hyperspectral sensor with N
bands. The spectral radiance arriving at the sensor L(λ) is the product of the source spectrum
and any atmospheric effects. However, the data used in this work were recorded in or only a
few meters above the source, so atmospheric effects can safely be ignored:

L(λ) ≈ Lsrc(λ) (5.10)

The hyperspectral sensor records the radiance in bands h = 1, 2, ...,N, with central wave-
lengths λh. Each band h has its own SRF S h(λ), and the radiance recorded in band h, Lh, is
the spectral convolution of the at-sensor spectrum L(λ) with S h(λ). The integral is evaluated
over all wavelengths; for clarity, this is not written explicitly in this section. The denominator
in Equation (5.11) corrects for the spectral (or ‘quantum’) efficiency of the sensor in band h.

Lh =

∫
L(λ)S h(λ)dλ∫

S h(λ)dλ
(5.11)

The resulting spectrum measured by the hyperspectral sensor, LH(λ), consists of the indi-
vidual band spectra:

LH(λ) = L1, L2, ..., LN =

∫
L(λ)S 1(λ)dλ∫

S 1(λ)dλ
,

∫
L(λ)S 2(λ)dλ∫

S 2(λ)dλ
, ...,

∫
L(λ)S N(λ)dλ∫

S N(λ)dλ
(5.12)

S h affects L(λ) in two ways. The first is to lower it due to the spectral efficiency of the
sensor. This is described by an overall SRF S H(λ); dividing the data by S H(λ) corrects for
this. The second effect is to smoothen the data: since in practice S h is never a delta function,
band h records not only the radiance at its central wavelength λh but also at other wavelengths
where S h(λ) > 0.

The smoothening can be described as a cross-correlation (?) between the observed ra-
diance S H(λ)L(λ) and a bandwidth function G. In reality, each band will have a slightly
different Gh, for example due to stray light; however, for simplicity, here G is assumed to be
the same for all bands. Then LH(λ) can be described as in Equation (5.13).

LH(λ) =
(S H L) ?G

S H
(λ) (5.13)

Now consider a multispectral band M with SRF S M(λ). Following the same logic, Equa-
tion (5.11) gives the radiance recorded in band M, LM , as in Equation (5.14).



5

Biases from incorrect reflectance convolution 123

LM =

∫
L(λ)S M(λ)dλ∫

S M(λ)dλ
(5.14)

However, when simulating multispectral data from hyperspectral data, the original radi-
ance L(λ) is not available. Instead, the recorded hyperspectral radiance LH(λ) is used. This
means that in practice, one does not calculate LM as in Equation (5.14) but an approximation
LH

M , as in Equation (5.15).

LH
M =

∫
LH(λ)S M(λ)dλ∫

S M(λ)dλ
=

∫
(S H L)?G

S H
(λ)S M(λ)dλ∫

S M(λ)dλ
(5.15)

The approximation LH
M ≈ LM holds in two cases. The first is if LH(λ) ≈ L(λ), that is if

Equation (5.16) holds. From information theory it follows that this is true if G is significantly
narrower than typical features in L(λ).

(S H L) ?G
S H

(λ) ≈ L(λ) (5.16)

The second case where LH
M ≈ LM holds is when the multispectral band M is significantly

wider than G and typical features in L(λ). Then, any radiance redistributed from λh to sur-
rounding wavelengths in LH(λ) is still captured in the integral

∫
LH(λ)S M(λ)dλ, and the value

of the integral is the same.
Ed has narrow line features, as does Lw by extension. Hyperspectral (ir)radiance sensors

typically undersample these features [97, 120], so Equation (5.16) does not hold in practice.
However, the second case does hold, if M is significantly wider than the hyperspectral

band (or G). The Nyquist-Shannon theorem provides, to first order, a requirement: LH
M ≈ LM

if the FWHM of M is at least twice that of the hyperspectral data. Then, hyperspectral data
LH(λ) adequately approximate the original radiance L(λ) for spectral convolution purposes.

5.B Radiometric data
Table 5.1 lists the radiometric data sets used in this work. Some of these contain unphysical
data due to measurement errors, environmental effects, and instrumental problems [206, 431,
437]. This appendix describes how the data were filtered and homogenised before processing.

First, all spectra were converted to SI units. Second, negative Rrs values were clipped
to 0 if −10−4 < Rrs(λ) < 0 as this is within typical measurement errors; spectra with any
Rrs(λ) ≤ −10−4 were removed wholly. For as11, 5 spectra with negative Rrs were removed.
For cariaco, 230 spectra missing Rrs and 11 missing Ed values were removed, as were 64
spectra with negative and 1 spectrum with unphysically high (>0.8) Rrs. For clt-a, 6 spectra
with negative Rrs were removed. For clt-s, the spectra within 3-minute windows suggested
in the accompanying documentation were averaged and Lw was calculated from Lu and Lt

following the Mobley protocol [209]; 19 spectra with missing and 36 with negative Rrs were
removed. For gasex, wavelengths λ > 710 nm were removed due to incomplete data. For
he302, 3 spectra with Rrs(800 nm) ≥ 0.003 were removed as outliers; the original authors
noted the difficulty in normalising these data [206]. For msm213-h, Lw was used to recon-
struct Ed; 179 spectra with missing data were removed, as were spectra with unphysically
large jumps in Ed, namely 21 with |Ed(λ1) − Ed(λ2)| ≥ 0.2 and |Ed(λ2) − Ed(λ3)| ≥ 0.2 and 1
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with |Ed(λ1) − Ed(λ2)| ≥ 0.35, with λ1, λ2, λ3 subsequent wavelengths. For orinoco, 1 spec-
trum with negative Rrs was removed. For sabor-s, which contains polarised and unpolarised
spectra, only the latter were used and the wavelength range was clipped to 358–749 nm be-
cause of incomplete and noisy data elsewhere. For seaswir-a, the provided plaque radiance
Ld was used to calculate Ed = πLd [209], assuming a plaque reflectance of Rg ≈ 1 [431];
no units were given for these data, so the resulting Ed spectra were divided by 105 to be in
line with the others. ‘Water reflectance’ Rw was provided instead of Rrs; comparing [431]
and [209] showed that Rrs = Rw/π. Finally, 35 spectra with missing Ed and 39 with neg-
ative Rrs were removed. For seaswir-r, Rw was similarly converted to Rrs and 2 spectra
with negative Rrs were removed. For sop4, the provided Lu and Ls were used to calculate
Rrs following the Mobley protocol [209] for simplicity [206]. The Rrs spectra were then
normalised by subtracting Rrs(750 nm) [209] and the results used to re-calculate Lw. Next,
885 spectra with unphysical max(Ed(λ)) < 0.01 were removed and the wavelength range
cropped to 360–750 nm to remove noisy data. Spectra with unphysical features were then
removed, namely 23 with |Rrs(λ1) − Rrs(λ2)| ≥ 0.005 and |Rrs(λ2) − Rrs(λ3)| ≥ 0.005 and 3
with Ed(400 nm) − Ed(405 nm) > 0.01; finally, 289 spectra with negative Rrs were removed.
The remaining data sets (sabor-h, sfp, rsp, taram, and tarao) required no post-processing.
For sfp, only the mean Rrs spectra were used.
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Spectropolarimetry is a powerful technique for remote sensing of the environment. It enables
the retrieval of particle shape and size distributions in air and water to an extent that traditional
spectroscopy cannot. SPEX is an instrument concept for spectropolarimetry through spec-
tral modulation, providing snapshot, and hence accurate, hyperspectral intensity and degree
and angle of linear polarisation. Successful SPEX instruments have included groundSPEX
and SPEX airborne, which both measure aerosol optical thickness with high precision, and
soon SPEXone, which will fly on PACE. Here, we present a low-cost variant for consumer
cameras, iSPEX 2, with universal smartphone support. Smartphones enable citizen science
measurements which are significantly more scaleable, in space and time, than professional
instruments. Universal smartphone support is achieved through a modular hardware design
and SPECTACLE data processing. iSPEX 2 is manufactured through injection moulding and
3D printing. A smartphone app for data acquisition and processing is in active development.
Production, calibration, and validation are ongoing, with promising initial results. Scien-
tific applications will include citizen science measurements of aerosol optical thickness and
surface water reflectance, as well as low-cost laboratory and portable spectroscopy.
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6.1 Introduction

Spectropolarimetry, the characterisation of reflected or emitted light at different wavelengths
and polarisation states, is a powerful technique for remote sensing of the environment [132,
238, 457]. Most prominently, the Plankton, Aerosol, Cloud, ocean Ecosystem (PACE) satel-
lite due for launch in 2024 will fly two spectropolarimetric instruments, namely HARP-2
and SPEXone [86,111]. HARP-2 will observe linear polarisation (LP) in four spectral bands
(440, 550, 670, 870 nm) at 10–60 angles with a polarimetric accuracy of <0.005 in Degree
of Linear polarisation (DoLP) [86, 185]. Meanwhile, SPEXone will observe at five discrete
angles (0°, ±20°, ±57°) with continuous spectral coverage from 385–770 nm and a DoLP ac-
curacy of 0.0025 [184,185]. Instruments observing circular polarisation are also under active
development, such as the Life Signature Detection polarimeter (LSDpol) [458], but current
efforts typically focus on linear polarimetry, as does this work.

Science cases for linear spectropolarimetry include the retrieval of aerosol and hydrosol
particle properties, the beam attenuation and absorption coefficients (c, a) in water, and the
study of vegetation covers. For aerosols, there is already a long history of multi-angle spec-
tropolarimetric observations, from which parameters including particle size and shape dis-
tributions, spatial distributions, and chemical composition can be derived [132, 185]. More
recently, this has been extended to oceanic hydrosols, where the bulk refractive index, parti-
cle size distribution, and c can be derived from DoLP [163]. This has been demonstrated for
example by Gilerson et al. with a retrieval algorithm for c and a from multi-angular DoLP
data [174]. Finally, spectropolarimetry of vegetation probes its physical characteristics, such
as leaf orientation, and provides reflectance distribution functions, which are crucial for im-
proving the accuracy of air- or space-based aerosol retrieval algorithms [459].

Combining spectral and polarimetric measurements can be done in multiple ways [170].
First, regular spectroradiometers can be fitted with rotating polarising filters, as was done in
the aforementioned studies of water and vegetation [174, 459]. A second method is chan-
nelled spectropolarimetry, where polarisation information is encoded into the spectrum it-
self. One method for channelled linear spectropolarimetry is SPEX [175], the basis for
SPEXone [184]. In SPEX, incoming light is modulated with a sine wave with an ampli-
tude and phase depending on the DoLP and the Angle of Linear polarisation (AoLP), respec-
tively [175]. This is further explained in Section 6.2.2.

The SPEX technique has been applied successfully in two high-end field-going instru-
ments measuring aerosol optical thickness (AOT, sometimes termed aerosol optical depth,
AOD), namely groundSPEX [125] and SPEX airborne [177]. GroundSPEX is a ground-
based instrument based on a dual-channel fiber-optic spectrometer with SPEX optics on a
moving mount, allowing sequential measurements at multiple angles. Its AOT measurements
are well-correlated (Pearson r = 0.932) [125] with data from AERONET, the global network
of photometers observing the solar almucantar and principal plane [134]. SPEX airborne, as
the name implies, is an airborne instrument, simultaneously observing at nine fixed viewing
angles. A 2017 campaign on a NASA ER-2 high-altitude aircraft demonstrated excellent
agreement (RMS DoLP differences of 0.004–0.02) with coflying instruments [177].

A third successful SPEX variant was iSPEX, a smartphone-based version [94, 256]. De-
veloped as a low-cost citizen science (CS) tool for AOT measurements, in 2013 iSPEX was
used in CS campaigns yielding ∼10 000 observations in the Netherlands. iSPEX data agreed
well with AERONET reference data, showing typical standard errors and offsets in AOT of
<0.1, while the typical absolute DoLP uncertainties were ∼0.03 [94]. However, the original
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iSPEX add-on, app, and data had several limitations. First and foremost, the add-on was
tailored to the iPhone 4 and 5 and did not work on later iPhone models (bar the iPhone SE)
or any Android devices, limiting its reach and future compatibility. Second, at the time iOS
only offered very limited camera controls for third-party applications, meaning iSPEX spec-
tra were gathered at very coarse resolution, in the highly non-linear JPEG format, and with
varying and uncontrollable exposure settings [281]. Thus, iSPEX data were only reliable
when averaged over at least 50 individual measurements. Finally, iSPEX had a single-beam
SPEX implementation, meaning the polarisation modulation could not be distinguished from
inherent spectral features [94].

We present iSPEX 2, an upgraded version of iSPEX, solving the problems faced by its
predecessor. First, the iSPEX 2 hardware is designed to universally support all smartphones.
Second, using our SPECTACLE method and database for camera calibration, smartphone
cameras offer data similar in quality to professional radiometers [281]. Third, a dual-beam
SPEX implementation facilitates distinguishing between spectral and polarimetric signals.
This improves the polarimetric accuracy and enables pure spectroscopy for uniform targets.

iSPEX 2 was developed specifically for aerosol and ocean colour measurements. Like
its predecessor, it can be used for large CS campaigns to measure AOT [94], with higher
quality data, but also for individual AOT measurements like other SPEX variants [125, 177],
though with a coarser spectral resolution. These can be used to fill in temporal and spatial
gaps in AOT coverage for satellite atmospheric correction algorithms. The AOT data may
be further improved through aureole, almucantar, and near-horizon measurements [134, 460,
461]. Ocean colour measurements will include unpolarised remote sensing reflectance (Rrs),
similar to the HydroColor app [121] but hyperspectral, and polarised reflectance as discussed
above [174, 238]. These too can be used to provide coverage in scenarios without coverage
by high-end sensors, but also to validate satellite measurements. Finally, iSPEX 2 can be
used as a low-cost instrument for portable or laboratory spectroscopy [98, 143].

The working principle of SPEX and its implementation in iSPEX 2 are described in Sec-
tion 6.2. The physical design of the add-on is described in Section 6.3. Section 6.4 describes
the production process. The current and planned data acquisition and processing pipeline are
given in Section 6.5. Finally, Section 6.6 contains current progress on and future plans for
calibration, validation, and scientific applications of iSPEX 2.

6.2 Working principle

6.2.1 Definitions

Spectral polarisation states are most easily described using a wavelength-dependent Stokes
vector ~S (λ), defined in Equation (6.1). Here I(λ) is the total spectral radiance, Q(λ) and U(λ)
the linear polarisation state, and V(λ) the circular polarisation state. Here, we define +Q as
horizontal and −Q as vertical polarisation, +U and −U as +45° and −45° from the horizontal,
and +V and −V as right- and left-handed circular polarisation, respectively. Lowercase q, u, v
are the fractional polarisation, normalised by I(λ). I,Q,U,V are sometimes referred to as
S 0, S 1, S 2, S 3 respectively [457]. In this work, circular polarisation in incoming light will be
neglected as typically v . 10−3 in nature [458].
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~S (λ) =


I(λ)
Q(λ)
U(λ)
V(λ)

 = I(λ)


1

q(λ)
u(λ)
v(λ)

 =


I0(λ) + I90(λ)
I0(λ) − I90(λ)

I45(λ) − I−45(λ)
IR(λ) − IL(λ)

 (6.1)

The state of linear polarisation is also described by the degree and angle of linear polari-
sation, DoLP or PL(λ) and AoLP or φL(λ) respectively. These are defined in Equations (6.2)
and (6.3) [175]. In practice, the arctan2 operator is used in Equation (6.3).

PL(λ) =

√
Q(λ)2 + U(λ)2

I(λ)
=

√
q(λ)2 + u(λ)2 (6.2)

φL(λ) =
1
2

arctan
(

U(λ)
Q(λ)

)
=

1
2

arctan
(

u(λ)
q(λ)

)
(6.3)

Finally, optical elements are described through their 4 × 4 Mueller matrix M, describing
how the element modifies the incident ~S (λ). Each element of M can have its own wavelength
dependence. Passing through an element X modifies ~S (λ) to be MX~S (λ). The Mueller ma-
trix of a chain of elements X,Y,Z is simply the product of their individual Mueller matrices
MZ MY MX .

6.2.2 SPEX polarisation modulation optics
The SPEX polarisation modulation optics (PMO) consist of three elements, namely a quarter-
wave plate (QWP), multi-order retarder (MOR), and analysing linear polariser (ALP) [175].
Their orientations and function are as follows:

• Quarter-wave plate: The QWP has its fast axis at 0° (+Q, horizontal). It should
be highly achromatic and interchanges the Stokes U and V components, making the
instrument insensitive to circular polarisation. Residual chromaticity from misalign-
ment, deviations in retardance δQWP(λ), and other effects must be calibrated [125]. In
iSPEX 2, an Edmund Optics WP140HE (#88-253) λ/4 polymer retarder foil is used.

• Multi-order retarder: The MOR has its fast axis at +45° from horizontal (+U). Its
retardance δMOR(λ) is highly chromatic, exchanging the incoming Q and V components
by a fraction depending on the wavelength. As with the QWP, the performance of the
MOR requires extensive calibration [125]. The first iSPEX 2 units contain a stack
of two Meadowlark B4 polymer retarder foils [462], with a nominal retardance of 4λ
each at 560 nm. For the future, alternatives are being investigated, as described in
Section 6.4.1.

• Analysing linear polariser: The ALP imprints the modulation onto the exiting spec-
trum in Stokes I, and can be implemented in several ways. The single-beam ap-
proach uses a single linear polariser, parallel or orthogonal to the slit, as in the original
iSPEX [94]. This approach does not allow for full linear spectropolarimetry, as the
modulation and inherent spectral properties cannot be fully distinguished. This is pos-
sible in the dual-beam approach, where both directions are measured. A polarising
beamsplitter is used in groundSPEX [125], SPEX airborne [177], and SPEXone [184].
In iSPEX 2, a pair of Polarization.com PFSC NA foils is used, oriented parallel or
orthogonal to the two slits (Section 6.3.1).
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Together, the PMO induce a modulation in the outgoing Stokes I radiance I±(λ) (where
the sign ± corresponds to the two ALP orientations) that depends only on the incoming radi-
ance Iin(λ), PL(λ), φL(λ), λ, and δMOR(λ). This is described in Equation (6.4). The modulation
is a sine wave on the radiance spectrum, quasi-periodic in 1/λ, its amplitude and phase corre-
sponding to the DoLP (PL) and AoLP (φL), respectively [175]. These parameters are retrieved
by fitting Equation (6.4).

I±(λ) =
Iin(λ)

2

[
1 ± PL(λ) cos

(
2πδMOR(λ)

λ
+ 2φL(λ)

)]
(6.4)

In dual-beam mode, the modulations in I+(λ) and I−(λ) are exactly opposite for a uniform
target, so the total radiance and modulation can be disentangled as shown in Equations (6.5)
and (6.6). However, this is complicated in practice due to imperfections in the optical ele-
ments, misalignments, differences in transmission between the two beams, and nonnormal
incidence [125, 177].

I+(λ) + I−(λ) = Iin(λ) (6.5)

I+(λ) − I−(λ)
I+(λ) + I−(λ)

= PL(λ) cos
(

2πδMOR(λ)
λ

+ 2φL(λ)
)

(6.6)

6.3 Add-on design
The iSPEX 2 add-on is a whole divided into three parts, as shown in Figure 6.1. These are
a tube containing the PMO and other optics (Section 6.3.1), a clip to clamp onto a smart-
phone (Section 6.3.2) and a backplate for aligning the tube with the smartphone camera (Sec-
tion 6.3.3). A cross-section is shown in Figure 6.2. The tube can be used on any camera,
including smartphones but also UAVs and webcams. The clip can be used with nearly all
smartphones, as most models have a similar form factor [281]. Finally, the backplate is
unique to each smartphone model.

6.3.1 Optical tube
The iSPEX 2 optics consist of a double slit (side by side), the SPEX PMO (Section 6.2.2), a
collimator lens, and a transmission grating, as shown in Figure 6.3. There are two slits, each
0.25 mm wide and 9 mm long, located side by side to measure in quasi-dual-beam mode.
The PMO are placed directly behind the slits to minimise instrumental polarisation through
stray light. A small plastic cradle holds the PMO foils in place. Dual-beam mode is achieved
by having a horizontal ALP in the PMO behind the left slit and a vertical one behind the right
slit. Dual-beam mode requires a uniform target between the two slits; this assumption holds
in the center for smooth surfaces like sky polarisation [125], but not toward the edges. From
the PMO, the modulated light propagates to a custom-made collimator lens ( f = 35 mm) and
a 1000 line/mm holographic transmission grating foil (Edmund Optics #52-116), dispersing
the light onto the smartphone camera; the camera optics then register the spectra, as shown
in Figures 6.2 and 6.7. A rubber seal blocks stray light, as shown in Figure 6.2.

The optics are located in a plastic tube, as shown in Figure 6.3. The tube itself is 35 mm
long along its optical axis, which is angled +17.3° upwards to project the entire zeroth and
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Figure 6.3: Exploded view of the iSPEX 2 optical tube with the slit, quarter-wave plate (QWP), multi-
order retarder (MOR), 0° and 90° polarisers, collimator lens, and grating foil indicated.

first orders of the spectrum on the smartphone camera. The tube consists of two halves (left
and right) which are produced separately and click together along its length (Section 6.4.4). A
baffle is located halfway along the tube, consisting of overlapping protrusions from either tube
half. This ensures overlapping coverage and thus reduces light leakage. The slit end of the
tube has two ‘ears’ to which additional add-ons can be attached, such as a cuvette holder for
transmission spectroscopy. The camera end has two ridges to which the clip (Section 6.3.2)
attaches; these can also be used for custom attachments for different cameras.

6.3.2 Smartphone clip

iSPEX 2 attaches to smartphones using a clip, as seen in Figure 6.1. The clip design is shown
in detail in Figure 6.4. It attaches to the smartphone with a clamp on the front (screen) side,
directly behind the camera. This clamp is 14 mm wide and made from soft plastic to prevent
scratching. It is attached to the clip over the top of the smartphone. Additionally, the clip
has a ‘clapper’ extending 49 mm below the camera along the back side, with a suction cup
at the end. This attaches to the flat back surface of the smartphone. This double attachment

(a) Smartphone clip. (b) Zoom on clamp.

Figure 6.4: CAD model of the iSPEX 2 smartphone clip. The optical tube and backplate slot into the
central opening, opposite the clamp. The long, curved extension is the ‘clapper’ with a suction cup at
the end. Ridges along the clip provide stiffness and strength. The clip is fabricated in black.
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prevents rotation of the add-on and ensures the slit is always projected horizontally onto the
camera. The clapper is curved 11 mm to the right of the camera (seen from the back, as
shown in Figure 6.5) so the suction cup does not fall off the edge on devices with cameras
near the edge, such as iPhones.

Several iterations of the clip design were necessary. Originally, the clip had no clapper
and attached to the right side of the smartphone (seen from the front), but this acted as a lever
and caused the add-on to rotate under its own weight. This was solved by having the clip
attach over the top, so its weight rests on the smartphone, and adding a clapper. The clapper
originally had a small magnet at its end instead of a suction cup, but smartphone backsides
were found to be only weakly magnetic in only a few places.

6.3.3 Smartphone backplate

iSPEX 2 is placed in front of the smartphone camera using a backplate unique to each smart-
phone model, as shown in Figure 6.5. Smartphones with multiple backside cameras typ-
ically feature one wide-view camera with generic optical properties and a focal length of
3.8–4.5 mm (corresponding to a field-of-view of 60°–75° × 45°–55° [281]), which is used
for iSPEX 2. The backplate consists of a universal plate with two positioners with different
positions for each smartphone model. One rests on top of the smartphone, the other on the
right (seen from the back). Since most smartphone cameras are in the center or on the left,
this design ensures that most of the weight of iSPEX 2 rests on the smartphone, rather than
create a lever.

The positioner locations depend on the dimensions of the smartphone, the curvature of
its top corners, and the locations of buttons along the side. We are compiling a database of
popular smartphone models including these parameters. The top positioner has a small notch
to accommodate the iPhone SE, one of the few popular models with buttons along the top.
The positioners are 21.5 mm (side) and 30 mm (top) long and 6 mm wide, providing sufficient
coverage even on smartphones with curved edges.

Figure 6.5: Render of iSPEX 2 attached to several smartphones with different dimensions and camera
locations, seen from the back. Each has a backplate with unique positioner locations to place the optics
directly in front of the camera.
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6.4 Production

6.4.1 Multi-order retarder foils
As described in Section 6.2.2, iSPEX 2 uses polymer retarder foils to produce the SPEX po-
larisation modulation. The first units use two Meadowlark B4 foils [462] with 4λ retardance
(at 560 nm) each, as did the original iSPEX [94], for a nominal total retardance of 8λ at
560 nm. This induces a modulation with 7 full periods across the typical spectral range of
smartphone cameras (as seen in Figure 6.10b), which is 390–700 nm [281].

These foils are produced by stretching transparent sheets of polymer, such as polyvinyl
alcohol (PVA), polycarbonate (PC) or poly(methyl methacrylate) (PMMA) [462]. While
the pre-fabricated foils provide the desired retardance with great consistency, they are pro-
hibitively expensive for low-cost CS purposes.

To enable high-volume throughput, integrated in our production line, we are explor-
ing internal production of MOR foils, based on a setup previously used to stretch sheet
metal [463]. Initial experiments are focused on finding the optimal material from PVA, PC,
PMMA, polyethylene terephthalate (PET), and Zeonor cyclo olefin polymer, at various thick-
nesses from 50–200 µm. Further experiments will determine the efficacy of softening the foils
through heat (up to 80 °C) and the maximum achievable retardance. Visual inspection and
spectrally resolved measurements through a crossed polariser setup will be used to measure
the retardance of sections of the foil during the stretching process, as spatial variations in
retardance and fast axis orientation are expected [462]. The end goal is to mass produce low-
cost MOR foils with sufficient quality for iSPEX 2, not necessarily for high-end commercial
purposes.

6.4.2 Injection moulding
Like the original [94], iSPEX 2 is produced through injection moulding. This is inexpensive
yet precise. Components that can be injection moulded include the collimator lens, opti-
cal tube, smartphone clip, and backplate. The suction cup (Section 6.3.2) and optical foils
(Sections 6.2.2 and 6.3.1) are purchased or self-produced by other means (Section 6.4.1).

Various plastics are used for iSPEX 2. Thin parts, including the tube and backplates, are
manufactured from polycarbonate-acrylonitrile butadiene styrene (PC-ABS) coloured black
with masterbatch (MB). PC-ABS and polypropylene (PP) are being evaluated as materials
for the clip. The collimators are produced separately from Zeonor 330 plastic.

The optical tube and clip are manufactured from a single mould (Figure 6.6), while a
separate mould is used for the backplate. The backplate mould is complex, requiring two
sliders to account for the device-dependent positioners. By parameterising the slider positions
based on the smartphone dimensions, the mould can instantly be adjusted to a different device.

6.4.3 3D printing
Except for the optical components, iSPEX 2 units can also be 3D printed, for which we will
provide model files. This was used extensively in the development phase for quick testing
and will be useful for future compatibility. For example, this allows users to self-produce
backplates tailored to new smartphone models not included in our database. Local production
through 3D printing also reduces the unit cost, especially valuable in resource-poor areas, one
of the prime target audiences for smartphone spectroscopy [143].
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Figure 6.6: Injection mould used to produce the iSPEX 2 optical tube and smartphone clip.

However, 3D printing introduces several difficulties. First of all, the PMO and grating
foils cannot be 3D printed and thus must still be purchased and cut to size. Second, low-cost
3D printing techniques inherently have wider production tolerances than injection moulding.
With 3D printed prototypes we often found it necessary to manually file or cut components to
make them fit tightly. Finally, some 3D printing materials such as PA nylon are translucent;
we found this easiest to counteract by covering the entire unit twice over with a felt-tip pen.
Because of these complications, we use 3D printing only for prototyping, not production.

6.4.4 Assembly

Assembly of iSPEX 2 units is straight-forward. First, the PMO foils are placed in their
cradle in the correct orientations. Next, the cradle, collimator lens, and grating foil are placed
into the corresponding slots in the tube halves, which are then clicked together. When used
with a smartphone, the optical tube is then slotted into the smartphone clip, followed by the
backplate corresponding to the smartphone model. The backplate is easily removed for use
with a different device. For other uses, a custom attachment between tube and camera can
easily be manufactured by the user. The tube can even be used with the naked eye for a
qualitative measurement or a demonstration.

For the injection moulded units, the PMO and grating foils are punched into an asymmet-
ric shape to prevent confusion of their optical axes; the cradle has corresponding protuber-
ances. Like with the original iSPEX, a calibration setup in the factory is used to verify that all
optics are oriented correctly [94]. For 3D printed units, this must be done carefully by hand.
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6.5 Data acquisition and processing
This section describes the acquisition, calibration, and processing of iSPEX 2 data. These
are acquired as RAW images on a smartphone using an app based on SPECTACLE [281],
described in Section 6.5.1. Currently, these RAW data are manually uploaded to a PC for
calibration and processing. Our goal is to move as much of this as possible to the smartphone,
possibly with additional cloud computing in a back-end server for devices with insufficient
computational power.

6.5.1 Smartphone app
Data acquisition on smartphones is done using a custom-designed app, based on SPECTA-
CLE [281], currently in development for iOS and Android. Significant changes to iOS mean
few elements from the 2013 iSPEX app [94] can be reused for iSPEX 2. However, user feed-
back on the original app is taken into account. For example, some users misunderstood the
scientific aims and methods of iSPEX because these were not explained clearly [256]. Diffi-
culties in installing the add-on and interpreting feedback from the app were also noted [297].

Data are obtained in RAW image format because of its high linearity and dynamic range
[281]. This is in contrast to the JPEG images taken with the original, where non-linearity
and white balance introduced significant problems [94, 281]. Two examples, taken with a
3D printed prototype, are shown in Figure 6.7. Aside from problems due to faults in the
prototype, such as stray light, which will be reduced in the final product, these images are
representative examples of iSPEX 2 data. Processing of these images (Section 6.5.2) is cur-
rently done on PC, but will be done in-app in the future.

The following data acquisition protocols will be included in the initial release of the app:

• Wavelength calibration: Single observation of a fluorescent light, as described in Sec-
tion 6.5.3.

(a) Fluorescent light. (b) Reflected sunlight through a 100% polariser.

Figure 6.7: Spectra taken with an iSPEX 2 prototype on an iPhone SE. The fluorescent light spectrum
(left) is used in the wavelength calibration, and clearly shows the smile and keystone effects. The
100% polarised image (right) shows the SPEX modulation in the two ±Q spectra, with an additional
curvature due to variations in retardance. The small glitch in the top spectrum and the stray light are
due to manufacturing faults in this prototype. These images were taken in RAW format and converted
to JPEG for visualisation; all data processing is done on RAW images only.
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• Aerosols (AOT): Series of observations from horizon to zenith along the principal
(observer-Sun-zenith) plane, as with other SPEX variants [94, 125, 177]. The optimal
number of observations is to be determined based on data quality and computational
considerations, specifically the speed at which RAW images can be saved on smart-
phones.

• Water (Rrs): Series of observations according to the Mobley protocol [209], measuring
sky radiance at 40° from zenith, upwelling radiance at 40° from nadir, and downwelling
irradiance with a grey card at 40° from nadir. The same protocol is used in the Hydro-
Color app, which does multispectral (RGB) measurements [121].

Users are guided through these protocols with text explaining what to do and, for example,
arrows to guide them in the right direction, using the smartphone compass and accelerom-
eters. Citizen scientists have been involved in the development of these protocols from the
start, to ensure user-friendliness. Optimal exposure settings for each protocol are currently
hard-coded but in the future will be determined automatically.

6.5.2 Data pre-processing
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Figure 6.8: Two adjacent rows of pixels (one GR, one BG2) in the spectra shown in Figure 6.7, split
into the RGB channels. The G2 channel is not shown here. The slit and several ghosts are visible from
800–1500 pixels, the first order spectrum from 2300–3500 pixels. The data have been corrected for bias
and flat-field.
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Data are processed according to the SPECTACLE method [281], which was originally
developed for iSPEX 2. A Python library for data processing specific to iSPEX 2 is currently
in development20. iSPEX 2 data are corrected for bias and flat-field using SPECTACLE; in
spectra taken with prototypes, dark current is negligible compared to stray light, but this may
change with injection moulded iSPEX 2 units or on certain devices.

The corrected image is split into the ±Q component spectra, currently based on hard-
coded windows for specific cameras but in the future automatically, and demosaicked. The
RGBG2 channels of the Bayer-filter camera are treated separately rather than combined
through interpolation, since interpolated data add no extra information [281]. After demo-
saicking, there are eight separate spectra, namely the combinations of ±Q and RGBG2. Fig-
ure 6.8 shows two examples of demosaicked RGB spectra. Finally, each row is convolved
with a Gaussian kernel (σ = 6 pixels) corresponding to an FWHM of ∼3.8 nm (see Sec-
tion 6.5.3). This reduces the noise on the spectrum without reducing the spectral resolution,
being narrower than the image of the slit.

6.5.3 Wavelength calibration
The pre-processed data are then wavelength-calibrated. As seen in Figure 6.7, iSPEX 2 data
exhibit significant smile (variations in dispersion along the slit) and keystone (deformation of
the spectrum into a trapezoid). Both effects are common in long-slit spectrometers [177,464].
Smile is corrected by doing the wavelength calibration per pixel row; a keystone correction
is still in development.

The wavelength calibration is done using a reference spectrum of a fluorescent light, like
that shown in Figure 6.7a. These have three sharp spectral lines corresponding to the RGBG2
channels, at 611.6 (R), 544.5 (G/G2), and 436.6 (B) nm. Because of mosaicking, the raw
data have R and B values only in every alternate row and column, while combining G and
G2 gives full row coverage but in alternating columns. The column gaps are filled in by the
Gaussian kernel convolution (Section 6.5.2), which also reduces noise. The maximum value
per channel in each pixel row is determined to find the line centers. A quadratic fit is made
to these, and the resulting fitted line centers are used. This fills in the gaps in R and B and
reduces the effect of noisy rows. Figure 6.9 shows the line centers thus derived from the
spectrum in Figure 6.7a.

A wavelength solution map, with the central wavelength for each pixel, is generated by
fitting a quadratic relation between the spectral line wavelengths and the line centers from
Figure 6.9. The resulting dispersion is typically ∼0.27 nm/px, depending on the camera
optics, exposure settings, and pixel position (as seen in Figure 6.9). For the images shown
in Figure 6.7, where the slit is ∼35 pixels wide (FWHM), this gives a spectral resolution
(FWHM) of 9 nm. The FWHM varies slightly based on camera optics and exposure settings,
mainly focus. 9 nm resolution is comparable to common ocean colour sensors such as the
TriOS RAMSES and HyperOCR [283] and satellite instruments like Sentinel-3/OLCI [283]
and HARP-2 [86], and only 2–3 times wider than PACE/OCI (5 nm) [86] and SPEXone (2–3
nm) [86, 184].

The overall wavelength map is converted into individual wavelength maps for the RGBG2
channels by demosaicking it, as if it were an image itself. Finally, all rows are interpolated to
the same 390–700 nm range in 1 nm steps, giving wavelength-calibrated spectra as shown in
Figure 6.10.

20https://github.com/burggraaff/ispex2

https://github.com/burggraaff/ispex2
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Figure 6.9: Pixel positions of the spectral lines in Figure 6.7a (left) and the derived dispersion (right).
The coloured dots indicate the maxima in the B, G/G2, R (from left to right) channels, while the coloured
lines with a black outline indicate the fitted positions. The fits are done separately for the ±Q spectra.
The smile effect is clearly visible. The mean dispersion between the B (436.6 nm) and R (611.6 nm)
lines is shown; a smaller value in nm/px corresponds to a wider dispersion.

Since fluorescent lights are less ubiquitous than in the past, and will likely be fully re-
placed by LEDs in the foreseeable future, an alternative method may become necessary. For
example, common features of SRFs such as the ∼580 nm edge in R bands [281] may be used
instead of spectral lines.

6.5.4 Spectral response calibration

The wavelength-calibrated spectra are corrected for the RGBG2 spectral response functions
(SRFs), again using SPECTACLE [281]. The SRFs are interpolated to the same wavelengths
as the data, after which the data are divided by the SRF. This gives radiances, a constant factor
away from absolute radiometric units [281], as shown in Figure 6.11. To prevent amplifying
noise and stray light, currently only wavelengths where the SRFs are >0.15 (in relative units)
are used. This restriction will be relaxed with better stray light reduction and correction.
Even so, both spectra in Figure 6.11 show excellent agreement between the RGB radiances.
For fully unpolarised light measurements, this is the final calibration step.

For cameras without SPECTACLE SRFs, iSPEX 2 itself can be used to measure these
using a known light source. This has been attempted with the original iSPEX using skylight
reflected off white paper, with an RMS error of 5% compared to reference data, increas-
ing towards longer wavelengths [281]. The skylight spectrum was model-based, introducing
assumptions that cannot be tested in the same measurement. For this reason, it may be prefer-
able to instead use consumer lamps, such as those characterised in the LICA database [381].

6.5.5 Polarimetric demodulation

Finally, the DoLP and AoLP are retrieved by inverting Equation (6.4) to demodulate the
calibrated spectra. First, the retardance and polarimetric efficiency of the instrument must be
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Figure 6.10: Spectra from Figure 6.8 after wavelength calibration.

calibrated using a known 100% polarised light source [177]. For iSPEX 2, we plan to do this
upon assembly using a rotating wiregrid polariser.

As can be seen in Figure 6.12, variations in retardance and efficiency exist along the
±Q slits of 3D-printed prototypes. These are partially due to fabrication issues, such as
MOR foils flexing in their bracket due to wide production tolerances (Section 6.4.3), which
will be resolved in the injection moulded product. However, they are also partially due to
issues including nonnormal incidence, since the optical path length and refractive index vary
with the direction of propagation [465]; this will persist in the final product, necessitating a
spatially dependent calibration of retardance and efficiency. We are currently characterising
these effects. A final complication is the fact that different sections of the slits see different
targets, meaning inherent variations in DoLP and AoLP exist. The demodulation pipeline
will have to account for this too.

The demodulation algorithm is in development. An iterative approach is likely neces-
sary, fitting not only DoLP, AoLP, and the unpolarised spectrum Iin(λ), but also instrumental
effects including the QWP and MOR retardance, alignment and orientation of foils, the rel-
ative transmission between the two slits, and variations in the source spectrum along the
slits [125, 177]. The derived DoLP, AoLP, and Iin(λ) are used to determine AOT for aerosol
and Rrs for ocean colour measurements. The typical spectral resolution in DoLP and AoLP
is approximately the modulation period [175] of 25–60 nm, though this can be lowered to the
native spectral resolution of ∼9 nm (Section 6.5.3), albeit with a lower accuracy [176]. The



6

A universal smartphone add-on for portable spectroscopy and polarimetry: iSPEX 2 143

400 450 500 550 600 650 700
Wavelength [nm]

0
250
500
750

1000
1250
1500

Ra
di

an
ce

 [a
.u

.]

(a) Fluorescent light.

400 450 500 550 600 650 700
Wavelength [nm]

0
250
500
750

1000
1250
1500

Ra
di

an
ce

 [a
.u

.]

(b) Reflected sunlight through a 100% polariser.

Figure 6.11: Spectra from Figure 6.10 after spectral response calibration.

original iSPEX had a polarimetric accuracy (typical uncertainty) of ∼0.03 in DoLP, mostly
limited by defocus due to lacking camera controls [94]. Having solved these problems [281],
we hope to increase the accuracy to sub-percent levels which enable retrieval of parameters
such as effective radii and refractive indices (real and imaginary) [466].

6.6 Future perspective

This section describes the ongoing calibration and validation efforts for iSPEX 2 as well as
current and future scientific applications and opportunities.

6.6.1 Calibration & validation
Each iSPEX 2 unit will be factory-calibrated for retardance and polarimetric efficiency with
a 100% polariser (Section 6.5.5) and a small number will be validated in the lab at various
DoLP and AoLP using a glass plate setup [457]. This will allow for a thorough comparison
in performance between iSPEX 2 and other sensors, as well as between iSPEX 2 units and
between smartphones. The calibration data for each iSPEX 2 unit will be linked to its serial
number in a database, from which the app will retrieve them.

iSPEX 2 AOT and Rrs measurements are being validated through simultaneous obser-
vations with other instruments. For both, this will include groundSPEX, which is based
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(b) Reflected sunlight through a 100% polariser.

Figure 6.12: Four rows in the G-band +Q (top) and −Q (bottom) spectra from Figure 6.7. Each coloured
line corresponds to a row in the spectrum, though these are not the same between +Q and −Q. Large
variations are seen in the 100% polarised spectrum but not the unpolarised fluorescent light spectrum.

on the same principle but with a much higher spectral resolution and a polarimetric accu-
racy of ∼1% [125]. AOT match-ups will also be done with MicroTOPS II, a handheld Sun
photometer [122], and AERONET [134]. AERONET has previously been used to validate
groundSPEX [125]. Rrs match-ups are being performed with WISP-3 handheld and TriOS
RAMSES shipborne spectroradiometers, similar to the HydroColor app [121]. Validation
has thus far taken place largely within field campaigns organised through the MONOCLE
consortium21. Opportunities for further validation are under investigation.

An initial experiment comparing iSPEX 2 and WISP-3 Rrs measurements showed good
agreement overall but also highlighted several areas of improvement (Figure 6.13). The spec-
tra were similarly shaped, particularly the CDOM-phytoplankton absorption slope at 400–
570 nm. The B- and G-band spectra showed residual modulation at λ ≤ 500 nm, which will
be reduced in the future through an improved demodulation algorithm. Future work on the
SRF calibration (Section 6.5.4) will reduce edge effects such as that seen in the G-band at
470 nm.

21https://monocle-h2020.eu/

https://monocle-h2020.eu/
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Figure 6.13: Comparison between near-simultaneous iSPEX 2 (red, green, blue) and WISP-3 (black) Rrs

spectra. Data were gathered on 21 September 2020 at a pond in Leiden, the Netherlands (52°10’2.5”N
04°28’23.7”E). The iSPEX 2 spectra were normalised to the WISP-3 spectrum following [282]. The
overall agreement between the two instruments is good, but there are some areas of improvement (Sec-
tion 6.6.1).

6.6.2 Scientific applications
The main application of iSPEX 2 is as a low-cost instrument for citizen science remote sens-
ing of air and water, specifically measuring AOT and Rrs. Both top-down and bottom-up ap-
proaches will be used for this. In the top-down approach, citizen scientists will be prompted
by researchers to observe at a certain place or time, similar to the original iSPEX [94]. Con-
versely, in the bottom-up approach, citizen scientists can use iSPEX 2 independently, with
researchers only providing support such as data processing and interpretation.

Planned top-down scientific applications of iSPEX 2 include high spatial resolution mea-
surements of AOT and Rrs, extension of existing time series, and validation of satellite or air-
borne instruments. iSPEX 2 provides point measurements in arbitrary locations, facilitating
extremely high spatial resolution. For example, a small group of citizen scientists standing
along a lake shore can simultaneously map its reflectance (and thus its inherent properties) on
meter scales. iSPEX 2 can also be used to fill in gaps in existing time series, for example if
clouds prevented measurements during a satellite overpass. Finally, push notifications can be
used to prompt citizen scientists to take validation measurements during a satellite overpass.

6.6.3 Future opportunities
In addition to the currently planned applications, more experimental work with iSPEX 2 is
also possible. For example, while we are currently focused on unpolarised Rrs, polarised Rrs

may provide additional information on water composition [174, 238]. However, an optimal
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protocol for measuring polarised Rrs will need to be found. Additionally, extending the prin-
cipal plane measurements to the solar aureole, almucantar, and horizon may improve the AOT
data and particle size distributions [134,460,461]. Outside remote sensing, iSPEX 2 will also
be useful as a low-cost device for lab or field-going spectroscopy, for biological assaying and
point-of-care diagnostics, among other purposes [98, 143].

Non-smartphone platforms also provide interesting opportunities. Unmanned aerial vehi-
cles (UAVs) and webcams like the Raspberry Pi have cameras capable of professional-grade
radiometry [281]. Raspberry Pi-based systems could be used as low-cost autonomous field-
going spectroradiometers. Already, UAVs with pushbroom spectrometers are delivering data
products like Rrs with high spatial and spectral resolution in a single fly-over [136]. Using
iSPEX 2, any camera can become a hyperspectral and polarimetric sensor.
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7 | General discussion and future outlook

The aim of this thesis has been to investigate and improve accessibility and uncertainty in
remote sensing and citizen science, so that these techniques can better deliver the desired im-
provements to cost, scale, and reproducibility of water research (Section 1.1.4). Accessibility
was improved by accounting for disability in citizen science (Chapter 2) and by developing
consumer cameras as low-cost instruments for remote sensing by professional and citizen
scientists (Chapters 3, 4, and 6). The uncertainty in measurements by citizen scientists and
measurements from consumer cameras was assessed and reduced (Chapters 2, 3, and 4), as
was the uncertainty in comparing and combining data from different professional instruments
(Chapter 5). Here, a general synthesis, discussion, and future outlook are provided.

The current direction of research in remote sensing of water is towards higher-dimen-
sional data by including a wider wavelength range (UV–NIR), finer spectral sampling, and
polarisation; automation; and more in-depth analysis of uncertainty and information content.

Satellite remote sensing of water has come a long way since its origins in the 1970s,
when Landsat-1 data were used to map ocean currents based on a dynamic range of only 4
ADU [96]. Successive generations of satellite instruments developed by different organisa-
tions, such as the NASA Satellite Ocean Colour programme and Landsat missions and the
EU/ESA Copernicus programme [85, 467], continue to provide high-resolution, high-quality
data. Planned to launch in 2024, the PACE mission will further expand satellite remote sens-
ing of water with its hyperspectral and spectropolarimetric instruments OCI, SPEXone, and
HARP-2. Combined observations from these instruments will enable joint aerosol-water re-
flectance retrieval algorithms, improving the accuracy of both aerosol and water constituent
products. Furthermore, PACE will provide insights into aerosol-water interactions, which
play a key role in global biogeochemical cycles and climate change [86]. Ongoing pre-
launch research includes characterisation of its instruments and capabilities [111, 112, 184],
generation of synthetic data [186], and development of algorithms for data processing and
analysis [185, 188, 421].

Current in-situ instrumentation development is focused on automation of sensors and data
processing to enable autonomous data collection on larger scales and with greater consis-
tency [89,109,117,124,399]. This improves the cross-validation between satellite and in-situ
radiometry and makes it possible to measure high-frequency local time series. Optical mea-
surements are being further integrated with existing networks such as Argo [80], providing
additional information and improving the accuracy of retrieval algorithms [216].

These new developments will be valuable tools for studying the changes occurring in
global waters. Climate change is affecting phytoplankton community compositions [42, 232,
417] and the availability of habitats for aquatic animals [468]. Similar trends are caused by
pollution with nutrients, causing eutrophication and algal blooms [47], and toxins, which
kill organisms and damage ecosystems [69]. Equally important to study are the resulting
feedback mechanisms, such as the role of phytoplankton in carbon capture and export [469,
470]. Increased remote sensing capabilities, in particular wide spatial coverage with high-
frequency observations, combined with a general increase in adoption of remote sensing by
water managers and policymakers, are necessary to meet data requirements for modelling and
understanding the changes occurring in waters worldwide [89, 471].

This chapter places the research described in the previous chapters into the context dis-
cussed above and in Chapter 1. Comparisons between individual results and the existing



7

148 Uncertainty in remote sensing of water

literature are presented in the discussion sections of the respective chapters, and will not be
repeated here. Section 7.1 discusses our research into uncertainty characterisation and miti-
gation. Section 7.2 discusses accessibility and inclusion in remote sensing of water, including
our studies of the Forel-Ule scale and smartphone cameras. In Section 7.3, we discuss the
potential of spectropolarimetry in remote sensing of water and present initial results from
a follow-up project on spectropolarimetric sensing of floating debris. Finally, Section 7.4
presents the general conclusions and recommendations to be drawn from this thesis.

7.1 Uncertainty in remote sensing of water

Formal analysis of uncertainty has historically been underutilised in the remote sensing com-
munity, to the extent that data and products were often distributed without any uncertainty
estimate [88, 106]. Instead, field intercomparisons between different instruments, different
algorithms, or between data and simulations have been the primary method for characteri-
sation of uncertainty [88]. While validation with different instruments is an important step
towards achieving closure (Sections 1.3.4 and 4.4.3), it is fundamentally limited. For ex-
ample, data taken at slightly different times or locations and with different instruments or
setups are never truly identical [409]. Uncertainty and error come from many sources, in-
cluding instability and change in sensor responses, variability in targets due to waves and
similar factors, shot noise, and uncertainty in sensor characterisation and calibration mate-
rials (Section 1.2.1). Advances in instrumentation, such as hyperspectral measurements or
polarimetry, are pointless if measurement error and uncertainty are not appropriately charac-
terised and minimised [144]. Improving our understanding of uncertainty is crucial to making
optimal use of new platforms and technology [87, 238].

Currently, there is a strong push within the community to improve the understanding
and analysis of uncertainty. For example, 2019 saw the release of IOCCG report 18, which
reviewed the current state of affairs and provided numerous recommendations for future re-
search [88]. The FRM4SOC project22 improved the state of the art by standardising pro-
tocols, intercomparing commonly used spectroradiometers, and improving methods for un-
certainty estimation and propagation [92, 97, 108, 110, 114, 120]. Additional recent research
into uncertainty has included standardisation of robust comparison metrics [406, 407] and
terminology [472], identification and quantification of individual contributors to the overall
uncertainty budget [208, 218], and improvements to the visualisation and communication of
uncertainty [278, 473]. The most important recommendation for the future is to treat uncer-
tainty as an integral part of the measurement process, meaning uncertainty and error should
be characterised as comprehensively as possible, reported as consistently as possible, and
propagated as accurately as possible.

In Chapters 3 and 4, we investigated and improved the uncertainty associated with us-
ing consumer cameras as spectroradiometers. By characterising and calibrating the optical
properties of several devices in the same way as professional sensors, we showed that con-
sumer cameras can achieve an accuracy and uncertainty similar to those professional sensors,
when RAW data are used. This was a major improvement on the state of the art, which until
recently had been based on data in the inferior JPEG format. Our calibration methodology
and data have already been adopted by other groups [412,474,475]. While the SPECTACLE
database (Section 3.4.9) unfortunately has not materialised as intended, the associated Python

22Fiducial Reference Measurements for Satellite Ocean Colour, https://frm4soc.org/

https://frm4soc.org/
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package is in active development and has been published on the PyPI repository23.
Since the original publication of Chapter 3 in 2019, the smartphone market has moved

towards increasing the number of cameras per device, which further increases the amount
of calibration data necessary. To facilitate collecting these data, future work will be needed
to improve the accessibility of the SPECTACLE package itself, for example through a web
interface. Future smartphone cameras will likely include more advanced features such as
additional spectral bands and polarisation filters. The SPECTACLE methodology will need
to be expanded to include calibration of the associated optical properties. Some aspects of
calibration that were neglected in this thesis, such as temperature sensitivity, also require
further investigation. Overall, however, we have clearly demonstrated that consumer cameras
are valuable scientific instruments.

There is no single optimal method for uncertainty estimation or propagation, but any
reasonable estimate is better than none. In Chapter 4, two methods for estimating radiomet-
ric uncertainty were compared, namely analytical propagation of the inter-pixel variability
within one image vs. the variability in products derived from different images. The resulting
uncertainty estimates were relatively close, but not identical. Notably, the analytical propa-
gation accounted for uncertainties in calibration materials like the 18% reference grey card,
which affect each measurement in the same way and thus cannot be determined from repli-
cates. On the other hand, analytical propagation to Rrs is not exact (Section 4.A.3), resulting
in an overestimation of the uncertainty in relative quantities like band ratios. Both methods
are ultimately limited in their capacity to handle systematic errors, which are often difficult or
impossible to determine and propagate statistically. These trade-offs apply to any data, and
similar considerations apply to other methods for uncertainty propagation, such as Monte
Carlo simulation and neural networks [88, 110]. Other considerations include the choice be-
tween absolute and relative uncertainty as well as the choice of uncertainty metric, such as
coefficient of variation or interquartile range.

The importance of characterising the uncertainty in calibration materials like the 18%
reference grey card extends beyond our measurements. For example, diffuse reflectance stan-
dards are often used in professional spectroradiometry to estimate Ed in the same way. The
associated uncertainty has been shown to be 1%–6.5%, comparable to the overall uncertainty
from other sources [435]. As recommended in Section 4.4.3, the impact of calibration ma-
terial uncertainty could be reduced by characterising the materials on a large scale [400] or
by issuing standard ones [394]. The same applies to the calibration methods proposed in
Chapters 3 and 6.

Chapter 5 addressed a specific source of systematic error, namely incorrect spectral con-
volution of reflectance. The resulting error in Rrs was up to 5% for consumer cameras, ∼1%
for broad-band satellite sensors, and <1% for narrow-band satellite sensors. As the relative
uncertainty in remote sensing measurements decreases below the current standards of ∼5%
in Rrs [86, 88], these systematic errors become more significant. This is especially true when
they skew validation results. Spectral convolution of reflectance is now more commonly per-
formed correctly [32, 109, 476], but other potential sources of systematic error remain to be
investigated. For instance, hyperspectral data are often convolved to multispectral bands with
a similar bandwidth, effectively convolving the input signal twice, while real narrow-band
filters only convolve once. This discrepancy may affect the results of instrument validation
studies. Future work should investigate this and other potential errors that are based on math-
ematical simplifications.

23https://pypi.org/project/pyspectacle/

https://pypi.org/project/pyspectacle/
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The impact and communication of uncertainty in citizen science were explored in Chap-
ter 2. Specifically, we investigated the effects of colour blindness on Forel-Ule (FU) mea-
surements, combining current research on colour blindness in science [304] and on the FU
scale in general [269,270]. Two forms of colour blindness, deuteranopia and tritanopia, were
found to significantly increase the uncertainty in simulated FU measurements by decreasing
the distinguishability of colour pairs. This previously neglected factor likely affects the data
quality of FU measurements and their value in validation studies. The inferred implications
for inclusivity and participant motivation are discussed in Section 7.2.

Citizen science data are rarely reported with uncertainties. Based on our results, we rec-
ommend that researchers incorporate uncertainty into citizen science by having participants
estimate it themselves, which requires detailed instructions [278, 315], or through post-hoc
analysis. Involving citizen scientists in this way may improve public understanding of scien-
tific uncertainty in general. This, in turn, may improve decision-making and trust in science,
which the COVID-19 pandemic has shown can be somewhat lacking [477, 478].

Finally, our investigations into consumer cameras and spectropolarimetry present op-
portunities to decrease uncertainties in satellite and above-water remote sensing. The main
source of uncertainty in satellite remote sensing of water is the atmospheric correction [208].
Spectropolarimetry provides greater information on atmospheric properties than spectro-
radiometry does, including aerosol particle properties, which can be used to improve the
atmospheric correction. Joint retrieval algorithms for aerosol optical depth (AOD) and water-
leaving radiance are in development, particularly focusing on the PACE mission [187]. The
original iSPEX demonstrated the possibility for citizen scientists to measure AOD [94], and
iSPEX 2 will improve the accuracy of AOD measurements through its dual-beam design and
SPECTACLE-based data processing (Chapter 6). Citizen scientists could be asked through a
push notification to measure AOD during a satellite overpass. Polarisation can also be used to
characterise and reduce sun and sky glint [211, 240], which are major sources of uncertainty
and error in above-water radiometry [120]. These possibilities can be explored with iSPEX 2
after its calibration and validation are complete (Chapter 6) or with similar instruments like
groundSPEX [125]. Glint removal for spot spectroradiometers may also be improved through
combined measurements with low-cost cameras, which can provide real-time wave statistics
and thus improved estimates of the surface reflectivity (Chapter 4). Additionally, low-cost
cameras can be deployed in the field to autonomously obtain long time series with a short
cadence [479, 480].

7.2 Accessibility of water research

Science benefits from being accessible to a wide audience and inclusive of a diverse group
of researchers [481, 482]. Diversity of people provides diversity of ideas, interpretations,
and applications. Improving equity, diversity, and inclusion (EDI) in science has an inherent
social value and increases the quality and quantity of science and its impact on society [482].
While recent years have shown significant improvements to EDI in science, including in
remote sensing, there is still a long road ahead [481]. The increased focus on EDI in science
is part of a wider trend towards equity in society.

Accessibility is affected not only by social factors, but also by economics. As discussed in
Chapter 1, research often requires expensive equipment and specialised training. Economic
disparity means that those who are most affected by environmental changes and pollution are
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often those with the least access to research.
Citizen science, the involvement of non-professionals in the scientific process, has expe-

rienced a boom in the last twenty years [243, 389]. This boom can largely be attributed to
technological innovations such as increased internet and smartphone usage [389,483]. Com-
pared to traditional research conducted by professionals, citizen science provides greater data
collection capabilities through crowdsourcing and increased social relevance through stake-
holder participation and co-creation [95]. Citizen science is often touted as an example of
inclusive science and as a method of empowerment for socially or economically disadvan-
taged people and nations.

However, like professional science, achieving real inclusion and equity in citizen science
remains a challenge. The demographic imbalance seen in professional science is mirrored
among citizen scientists, with the majority of participants belonging to socially privileged
groups [484]. This imbalance is an unintentional result of the way citizen science is coor-
dinated and used by professional researchers from a top-down perspective. In fact, the term
citizen itself and the distinction from professional science influence its perception among the
general public [485]. Translating the increased awareness of EDI into tangible improvements
will require significant efforts in science communication, community engagement, research
planning, and funding allocation [484–486]. However, the results will be worthwhile. Ob-
taining diverse data, for example spanning many different water bodies, requires diverse par-
ticipants. Valorisation of scientific results is also improved by diversity among citizen scien-
tists, since the participants become well-informed stakeholders, who can translate scientific
knowledge into social action [294, 487]. In addition to EDI issues, professionals working
with citizen scientists also need to be more aware and considerate of the citizens’ desires and
well-being [247, 488].

In Chapter 2, we investigated the impact of disability, specifically colour blindness, on
inclusion and motivation in citizen science. Colour blindness was found to reduce the data
quality in Forel-Ule (FU) measurements. Based on previous work and personal experience,
we inferred that participants would be demotivated by the increased difficulty of measuring
and decreased quality of results, leading to a decrease in engagement and thus inclusion.
Since the FU scale represents the true colours of natural waters, it cannot be changed, and we
instead made recommendations regarding data entry forms, manuals, and communication.
For example, allowing participants to enter a range instead of a single value could largely
mitigate the problems associated with colour blindness. Our research has led to an increased
awareness of colour blindness in citizen science and the development of more inclusive tech-
niques [489]. Future work should investigate different forms of disability and strive towards a
general understanding and inclusion of disabled people in citizen science. This would likely
be achieved by involving disabled people in the design of measurement protocols and man-
uals in a form of co-creation. In general, the quality of training materials is improved by
involving participants in their development. It is often impossible for professional scientists
to envision all possible problems, questions, and even unintended use cases that arise when
citizens use their equipment [256, 297, 490].

In Chapters 3, 4, and 6, we investigated the use of smartphone cameras as low-cost remote
sensing instruments. As discussed in Section 7.1, the quality of smartphone radiometric data
was improved to a level comparable to professional sensors. This research improved upon
the existing iSPEX, HydroColor, and EyeOnWater apps [94, 121, 274]. These apps have
been used by professional scientists in lieu of more expensive equipment and by thousands
of citizen scientists [318, 392, 393, 491]. This way, they have made remote sensing of water
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accessible to new audiences.
One of our aims in improving the data quality was to enable more independent research

by citizens. For example, the original iSPEX could only obtain reliable data when multi-
ple people nearby measured at the same time, during a top-down campaign [94]. The re-
sults of Chapter 4 suggest that with our improved methodology, individual citizen scientists
will now be able to observe when and where they want. Additional validation for iSPEX 2
(Section 6.6.1) is ongoing, having been delayed by the COVID-19 pandemic, but we expect
comparable results.

A side effect of using RAW data is the exclusion of some users whose smartphone cam-
eras do not support RAW photography. Several potential users of iSPEX 2 have indicated
that this requirement prohibits them from using the app. Unfortunately, it is up to smartphone
manufacturers to enable this functionality and until that happens, these users are excluded.
We have decided to fully exclude these devices rather than offer a lower-quality JPEG-based
version of the app, to avoid confusion and lower-quality data. Fortunately, increased con-
sumer demand means RAW photography is now available on all new iOS and most new
Android devices, in all price ranges, so this limitation is quickly disappearing.

Smartphone science and smartphone spectroscopy are being used by thousands of peo-
ple, but this is still only a minute fraction of the global population. The literature is rife
with examples, proofs-of-concept, and potential use cases, and even with reviews thereof
[98,143,273,345–351,492–494]. This thesis itself provides several examples. However, none
have made the step towards adoption by millions of users in their daily lives. This discrepancy
can be attributed to a simple lack of demand. Demonstrating a scientifically interesting use
case is not enough to generate commercial interest and investment. For smartphone science
and spectroscopy to progress beyond the proof-of-concept stage, a killer app is necessary, an
application so lucrative that investment and social interest follow naturally [490]. Scientific
use cases for iSPEX 2 are discussed in Section 6.6.2, focused on remote sensing of air and
water. While low-cost in-situ electrochemical sensors are the norm for citizen science of
aerosols [495, 496], iSPEX 2 has the advantage of being more directly comparable and com-
plementary to professional measurements from satellites and AERONET. Combining both
types of low-cost sensor delivers the best of both worlds. In principle, iSPEX 2 can be applied
to any field where visible-light spectroradiometry or spectropolarimetry is used. Potential
commercial use cases include characterisation of paint colour, electric lights, and food fresh-
ness, and detection of contamination and health issues like skin cancer [98, 346, 349, 490].
Future work is necessary to develop these use cases and, by demonstrating the quality and
value of smartphone measurements, identify the killer app.

7.3 Spectropolarimetry of floating debris

Spectropolarimetry plays a prominent role in the future outlook for remote sensing of water.
In an interesting parallel with smartphone science (Section 7.2), despite many scientifically
interesting proof-of-concept studies, polarimetry has not yet been embraced by the wider
community [165]. The upcoming PACE mission, with its SPEXone and HARP-2 instruments,
will provide multiangular hyperspectral polarimetry with global coverage [86], offering many
new opportunities for research [238]. Initially, these will be focused on aerosol and climate
science and on reducing the uncertainty in atmospheric correction algorithms [185,188,421].
Specific areas of interest for water research include the detection and characterisation of coc-
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colithophores [21], oil spills [497], suspended particles [163, 164], and wind and wave con-
ditions [240]. Spectropolarimetry also provides new opportunities for reducing uncertainties
from glint and atmospheric correction (Section 7.1). These use cases also apply to other
satellite instruments, airborne sensors, and terrestrial sensors including iSPEX 2. Scientific
use cases for spectropolarimetry are discussed further in Chapter 6 and in Sections 1.2.3 and
1.3.3.

This section contains the initial results from a study on spectropolarimetry of floating
debris. This work was done as part of the OP3 project24 funded by ESA and led by Shungu
Garaba, Tristan Harmel, and Paolo Corradi. Within OP3, we are investigating the spectropo-
larimetric properties of light scattered by micro- and macroplastics and other floating debris
through radiative transfer simulations [498] and laboratory experiments [476]. The aim of
the project is to determine the value of visible-light spectropolarimetry in a marine debris
observing system [75].

Measurements were conducted during an ESA campaign in the Deltares Atlantic Basin25

from 24 January–4 February 2022. The basin is 75 m long, 8.7 m wide, and 1.3 m deep, with
a maximum water depth of 1.0 m. Its bottom is made of grey concrete and partially covered
in sand. During the campaign, the basin was filled with clear, unaltered tap water. It features
a wave cradle capable of producing waves with a realistic spectrum, similar to natural waves
in the North Sea. Various types of macroplastics and other debris, such as plywood and rope,
were manually thrown into the basin and studied as they floated on the water surface.

Two instruments were used, namely the groundSPEX spectropolarimeter26 and a FLIR
BlackFly BFS-U3-51S5PC-C RGB polarisation camera. GroundSPEX performs snapshot
hyperspectral measurements of radiance and polarisation within its 0.9°-diameter field of
view through the SPEX technique [175], further described in Section 6.2. Its original calibra-
tion in 2011–2014 is described in [125] and laboratory tests indicated that these calibration
data were still valid. A Python implementation27 of the original data processing and demod-
ulation pipeline was used. The BlackFly camera is based on a Sony IMX 250 MYR sensor
with a double Bayer pattern (Section 1.2.2), consisting of a layer of RGB filters and a layer
of polarisation filters (0°, 45°, 90°, and 135°). The calibration of a different camera based
on the monochromatic version of this sensor is described in [499]. The BlackFly data were
processed using the Polanalyser package28. The BlackFly camera was mounted on top of
groundSPEX so that they were roughly aligned. Observations were done at a nadir angle of
40°, following the standard protocol for above-water radiometry [120, 209]. The basin was
illuminated by dozens of fluorescent lights spread across the ceiling, which for safety reasons
could only be turned off during one measurement session. For additional light, a halogen
lamp was positioned next to the instruments and angled toward their field of view, with an
effective azimuth angle of ∼90° and zenith angle of ∼35°.

Initial results from the groundSPEX measurements (Figure 7.1) showed a moderate de-
gree of linear polarisation (0.05 ≤ PL ≤ 0.15) for several types of plastic debris. In Fig-
ures 7.1b–7.1d, PL appears to increase as the total radiance decreases at λ > 700 nm, which
is similar to the Umov effect [500, 501]. The high values of PL seen at λ > 710 nm in Fig-

24Ocean Plastics Polarization Properties, funded through the Discovery Element of the European Space Agency’s
Basic Activities contract no. 4000132037/20/NL/GLC, https://uol.de/en/icbm/marine-sensor-systems/current-proje
cts/ocean-plastics-polarization-properties-op3

25https://www.deltares.nl/en/facilities/atlantic-basin-3/
26Courtesy of RIVM.
27https://github.com/burggraaff/SPEX
28https://github.com/elerac/polanalyser

https://uol.de/en/icbm/marine-sensor-systems/current-projects/ocean-plastics-polarization-properties-op3
https://uol.de/en/icbm/marine-sensor-systems/current-projects/ocean-plastics-polarization-properties-op3
https://www.deltares.nl/en/facilities/atlantic-basin-3/
https://github.com/burggraaff/SPEX
https://github.com/elerac/polanalyser


7

154 Spectropolarimetry of floating debris

ure 7.1a are the result of measurement noise. PL was otherwise approximately spectrally
flat for virtually all types of debris investigated. Because groundSPEX is a spot radiometer
without imaging capabilities, it is difficult to determine the mechanism causing the observed
polarisation. The line features seen in Figures 7.1a and 7.1b were caused by the fluorescent
ceiling lights and are present in most data sets. The offset between the two groundSPEX
channels seen in each panel, most clearly in Figure 7.1a, is due to a difference in transmission
between the two channels and is corrected in the demodulation algorithm, although future
work is necessary to improve the accuracy of this correction.

Similar trends were found with the BlackFly camera. RGB polarimetric images of the
protective foam sample taken roughly simultaneously with the groundSPEX observations
(Figure 7.1d) showed a similar degree of polarisation, namely 0.0 ≤ PL ≤ 0.2 (Figure 7.2).
Comparing the RGB photograph and G-band PL image suggests two primary mechanisms
for polarisation. First, as the foam floated near the water surface, small puddles formed on
top of it, which can be identified in both images. Second, the foam was slightly crinkled,
resulting in diagonal lines that can again be identified in both images. Thus, both the plastic
itself and its interactions with the water surface appear to be sources of polarised light. Both
mechanisms were also seen in images of plastics fully submerged just under the water surface
or floating entirely on top of it. Based on calibration data, it will be possible to match the field
of view of groundSPEX with specific pixels in the BlackFly images to further investigate the
sources of polarisation.

The preliminary conclusion from this measurement campaign is that many types of float-
ing debris impart a measurable polarisation (0.05 ≤ PL ≤ 0.20) on reflected light, making
polarimetry a useful addition to a marine observing system. Both debris itself and its inter-
actions with the water surface seem to induce polarisation. The observed PL represents a
situation where the sensor field of view is entirely filled with debris, which is not realistic
for satellite sensors. Even in garbage patches, floating debris covers a small fraction of the
10 m–10 km satellite pixel footprints. It is unlikely that spectropolarimetric sensors on satel-
lites will be able to distinguish the polarised reflectance of debris from other constituents,
bubbles and whitecaps, specular reflections, and atmospheric signals. Simulations suggest
that small microplastics are more suitable for satellite detection than macroplastics [498].
This limitation does not apply to air- and shipborne sensors, which have much smaller pixel
footprints that can realistically be fully covered by a piece of debris. Thus, we suggest that
polarimetry may be used to aid in the detection of floating debris from airborne platforms
like UAVs and from ships, in particular to better distinguish between debris and water when
the two are similarly bright, and to distinguish between types of debris. Since PL appears to
be largely spectrally flat, hyperspectral measurements are not necessary and an RGB camera
can be used.

Future work on this experiment will include investigating all collected data in more detail,
improving the data processing pipeline, and more precisely determining the uncertainties on
the data and results. Future experiments should focus on adding other constituents such as
phytoplankton, CDOM, suspended minerals, and microplastics to determine the contribution
of debris to the overall reflectance in realistic settings.

Lastly, we have developed a goniometer setup for measuring the bidirectional polarised
reflectance distribution functions (BPDFs) of micro- and macroplastics in a laboratory setting
(Figure 7.3). Using groundSPEX, samples are observed at four instrument elevation angles,
corresponding to the viewing angles of SPEXone and the Mobley protocol [86, 209]. A
laser-driven light source provides broad-spectrum light at arbitrary azimuth and elevation
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Figure 7.2: BlackFly observations of floating protective foam. The data were taken during the same
session as Figure 7.1d, but not simultaneously. The RGB photograph (top left) is not white balanced
and is slightly bluer than true colour. The G-band radiance (top right), PL (bottom left), and φL (bottom
right) images were convolved with a two-dimensional Gaussian with σ = 3 pixels to reduce noise. The
zero-point on φL is arbitrary.
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angles. In the future, polarised input light may be used to measure the full Mueller matrix
(Section 1.2.3). The primary aims of this experiment are to validate BPDF simulations [498]
and to provide the community with additional BPDF data for a wide variety of samples.
Similar work has recently been done on characterising the effects of turbidity and salinity on
the BPDF of water [502, 503] and on determining the BPDFs of various types of land cover
and vegetation [166, 504, 505]. These data are valuable inputs for atmospheric correction
algorithms, (exo)planetary atmosphere models, and vegetation reflectance models [166, 188,
506]. The goniometer setup has been built and is currently being commissioned.

Figure 7.3: Render of the laboratory setup for measuring BPDFs with groundSPEX. The most important
elements and degrees of freedom are indicated. Image courtesy of Remko Stuik.
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7.4 Conclusions and recommendations
This section provides a summary of the primary conclusions and recommendations of this
thesis. A full summary of the thesis, in Dutch and in English, is provided after the bibliogra-
phy.

Conclusions

1. Colour blindness significantly increases the uncertainty on Forel-Ule colour measure-
ments for a significant fraction of users (Chapter 2).

2. Consumer cameras, including smartphone cameras, can perform professional-grade
spectroradiometry when using RAW data (Chapters 3 and 4).

3. Spectral convolution of hyperspectral reflectance is often performed incorrectly, caus-
ing significant systematic errors (Chapter 5).

4. The iSPEX 2 add-on enables accurate spectropolarimetry using smartphone cameras
(Chapter 6).

Recommendations

1. Vague terms like water quality should be replaced with specific quantities like con-
stituent concentrations and inherent optical properties (Chapter 1).

2. Results should always be reported with an uncertainty estimate (Chapters 2, 3, 4, 5,
and 7).

3. To ensure reproducibility and facilitate novel research, data should be published in full,
including raw data and calibration materials (Chapters 2, 4, and 5).

4. To improve accessibility and data quality, citizen science protocols should be co-
created with a diverse group of participants, including people with disabilities (Chap-
ters 2 and 7).

5. To ensure consistency and reproducibility, instruments should be calibrated and char-
acterised using standardised methods, and calibration data should be published (Chap-
ters 3 and 4).

6. To reduce measurement uncertainties, calibration materials should themselves be cali-
brated thoroughly and regularly (Chapter 4).

7. To achieve a realistic uncertainty estimate, multiple methods should be compared, such
as replicate observations and analytical propagation (Chapters 4 and 7).

8. To reduce systematic errors, assumptions about the accuracy of approximations and
mathematical methods should always be challenged or justified (Chapter 5).

9. To ensure future compatibility and optimal accessibility, smartphone science add-ons
should be designed as universally as possible (Chapter 6).

10. To maximise adoption and impact, citizen science tools should be designed with both
top-down and bottom-up research in mind (Chapters 6 and 7).
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English summary
Water is all around us. We use it to drink, wash, play, fish, sail, and much more. Natural
waters, like streams, rivers, lakes, seas, and oceans, are full of life and interesting chemistry.
Because of its importance, we need to study water intensively, measuring the various com-
pounds and life forms that inhabit it. This way, we can better understand the world around
us, our impact on it, and its impact on us.

Oceans and inland waters contain many different constituents. These include various
chemical compounds, particles, phytoplankton, and pollution. Each constituent in a water
body plays a role in its chemistry and biology. For example, phytoplankton produces half
of the organic carbon and oxygen in the world, which are vital for all other life forms. By
studying the concentrations and properties of constituents in a water body, we can understand
its ecosystem. This knowledge has inherent value and also allows us to intervene against
pollution, climate change, and other harmful events.

Concentrations and properties of constituents are traditionally measured by taking sam-
ples and analysing them in a laboratory. However, this method faces three important chal-
lenges. First, it requires expensive equipment and trained personnel, which are not available
everywhere nor to everyone. Second, it is difficult to scale these measurements up in time and
space. Studying global processes like climate change requires global coverage, but the funds
and personnel required to sample every water body regularly are not available. Studying local
processes requires speed and local access, which are also not readily available. Third, there is
limited standardisation in sampling and analysis protocols between researchers. This causes
a large uncertainty on results and makes it difficult to compare results from different groups
or locations.

Remote sensing, measuring the light reflected by water, enables global measurements
with rapid response times and high consistency. Using different wavelengths and polarisation
states, we can determine the concentrations and properties of various constituents. For exam-
ple, the phytoplankton concentration can be estimated by comparing the reflectance at blue
vs. green wavelengths. There is a wide variety of remote sensing instruments on satellites,
aeroplanes, ships, and stationary platforms. Recently, consumer cameras like those on drones
and smartphones have become popular for low-cost remote sensing.

Citizen science involves non-professionals in the scientific process by taking measure-
ments, interpreting results, and thinking of new research. This provides opportunities to re-
duce cost and improve scalability by increasing the accessibility of water research. Citizens
provide many data and local knowledge that, in collaboration with professional researchers,
can lead to new possibilities, shared insights, and tailored local interpretation. At the same
time, the citizen scientists learn more about their environment by conducting their own re-
search and they are socially and politically empowered as stakeholders.

The aim of this thesis is to investigate and improve accessibility and uncertainty in remote
sensing and citizen science, so that these techniques can better deliver the desired improve-
ments to cost, scale, and reproducibility of water research. Accessibility here means the
degree to which people can create, use, and interpret data, without being limited by physi-
cal ability or financial status. Uncertainty refers to the spread in measured values caused by
random effects and to errors caused by known or unknown systematic effects.
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Chapter 2. Citizen science with colour blindness: A case study on the Forel-Ule scale.
Many citizen science projects depend on colour vision, but up to 1 in 11 participants are
colour blind. We simulate the impact of various forms of colour blindness on measurements
with the Forel-Ule scale, which is used to measure water colour by eye. We find that colour
blindness decreases the ability to distinguish between Forel-Ule colours. This reduces the
precision and accuracy of citizen science data and the motivation of participants. These is-
sues can be addressed by including uncertainty estimates in data entry forms and discussing
colour blindness in training materials. These conclusions and recommendations apply to
colour-based citizen science in general, including other classification and monitoring activ-
ities. Being inclusive of the colour blind increases both the social and scientific impact of
citizen science.

Chapter 3. Standardised spectral and radiometric calibration of consumer cameras.
Consumer cameras, particularly onboard smartphones and UAVs, are now commonly used as
scientific instruments. However, their data processing pipelines are not optimised for quan-
titative radiometry and their calibration is more complex than that of scientific cameras. The
lack of a standardised calibration methodology limits the reproducibility between devices
and, in the ever-changing market, ultimately the lifespan of projects using them. We present
a standardised methodology and database (SPECTACLE) for spectral and radiometric cal-
ibrations of consumer cameras. The methodology is applied to seven popular cameras to
characterise their performance and quantify uncertainties. Through calibration and the use
of RAW data, we lay the groundwork for using consumer cameras to perform professional-
grade spectroradiometry.

Chapter 4. Accuracy and reproducibility of above-water radiometry with calibrated
smartphone cameras using RAW data.
In this chapter, we apply the results and recommendations from Chapter 3 to above-water
radiometry. We measure Rrs and water colour on and around Lake Balaton, Hungary, with
two smartphones and two hyperspectral reference instruments for validation. We quantify the
uncertainty, reproducibility, and accuracy of the resulting data and compare these to profes-
sional spectroradiometers and existing citizen science approaches. We find that smartphone
cameras perform similarly to professional instruments in terms of uncertainty, accuracy, and
reproducibility. Based on these results, we offer practical recommendations for using con-
sumer cameras in professional and citizen science.

Chapter 5. Biases from incorrect reflectance convolution.
Reflectance measurements from different instruments are converted and compared through
spectral convolution. This is done to combine time series, validate instruments, and apply
retrieval algorithms. However, convolution is often done incorrectly, with reflectance itself
convolved rather than the underlying (ir)radiances. We quantify the resulting error for simu-
lated and real instruments and find biases up to 5%. Based on these results, we suggest that
this error was partially responsible for uncertainties found in previous work and recommend
that future work apply spectral convolution correctly.
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Chapter 6. A universal smartphone add-on for portable spectroscopy and polarimetry:
iSPEX 2.
We present a new smartphone spectropolarimeter, iSPEX 2. It succeeds the original iSPEX
add-on for citizen science measurements of atmospheric aerosols. The optical design is pre-
sented and the manufacturing process is detailed. Through universal smartphone support and
a data processing pipeline based on Chapter 3, we aim to improve the accessibility and data
quality compared to the original. An initial validation measurement is presented as a proof
of concept. Finally, we suggest possible applications of iSPEX 2 for professional and citizen
science.

Chapter 7. General discussion and future outlook.
In this chapter, we synthesise the overall findings of Chapters 2–6 and discuss them relative
to the current state and future direction of the field. Research in remote sensing of water is
focused on obtaining higher-dimensional data by including more wavelengths and polarisa-
tion, on automation, and on more in-depth analysis of uncertainty and information content.
Citizen science has experienced a boom in the last twenty years, but much work remains to
be done. Improvements to equity, diversity, and inclusion will increase the social and scien-
tific impact of citizen science. Further social and technological research is necessary to attain
these improvements. Additionally, this chapter contains the initial findings from a follow-up
project on spectropolarimetry of floating debris. We observe various types of debris, mostly
plastics, in a wave basin under realistic conditions. We find a significant polarisation signal
for several types of debris, suggesting that polarisation can be used to detect debris in nature.
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Water is overal om ons heen. We gebruiken het om te drinken, wassen, spelen, vissen, varen
en nog veel meer. Natuurlijke wateren, zoals beken, rivieren, meren, zeeën en oceanen, zitten
vol leven en interessante chemie. Omdat water zo belangrijk is, moeten we het intensief
bestuderen en de verschillende verbindingen en levensvormen die erin voorkomen, meten.
Zo kunnen we de wereld om ons heen, onze invloed daarop en de invloed daarvan op ons
beter begrijpen.

Oceanen en binnenwateren bevatten veel verschillende bestanddelen. Hieronder vallen
diverse chemische verbindingen, deeltjes, fytoplankton en vervuiling. Elk bestanddeel in
een waterlichaam speelt een rol in de chemie en biologie ervan. Fytoplankton produceert
bijvoorbeeld de helft van de organische koolstof en zuurstof in de wereld; beide stoffen zijn
van vitaal belang voor alle andere levensvormen. Door de concentraties en eigenschappen
van bestanddelen in een waterlichaam te bestuderen, kunnen we het ecosysteem daarvan
begrijpen. Deze kennis heeft een inherente waarde en stelt ons ook in staat om in te grijpen
tegen vervuiling, klimaatverandering en andere schadelijke gebeurtenissen.

Concentraties en eigenschappen van bestanddelen worden traditioneel gemeten door
monsters te nemen en deze in een laboratorium te analyseren. Deze methode kent echter
drie belangrijke uitdagingen. Ten eerste zijn er dure apparatuur en opgeleid personeel voor
nodig, die niet overal of voor iedereen beschikbaar zijn. Ten tweede is het moeilijk om deze
metingen op te schalen in tijd en ruimte. Het bestuderen van wereldwijde processen zoals
klimaatverandering vereist een wereldwijde dekking, maar de middelen en het personeel
die nodig zijn om elk waterlichaam regelmatig te bemonsteren, zijn niet beschikbaar. Het
bestuderen van lokale processen vereist snelheid en lokale toegang, beide ook niet gemakke-
lijk beschikbaar. Ten derde zijn de bemonsterings- en analyseprotocollen van onderzoekers
slechts in beperkte mate gestandaardiseerd. Dit veroorzaakt een grote onzekerheid in de re-
sultaten en maakt het moeilijk om resultaten van verschillende groepen of locaties met elkaar
te vergelijken.

Met remote sensing (letterlijk “meten op afstand”), waarbij door water gereflecteerd licht
wordt gemeten, kan er wereldwijd met snelle reactietijden en hoge consistentie worden geme-
ten. Door verschillende golflengtes en polarisatiestaten te gebruiken, kunnen we de concen-
traties en eigenschappen van verschillende bestanddelen bepalen. Zo kan de fytoplanktoncon-
centratie bijvoorbeeld worden geschat door de reflectantie bij blauwe en groene golflengtes te
vergelijken. Er bestaat een grote verscheidenheid aan instrumenten voor remote sensing, op
satellieten, vliegtuigen, schepen en vaste platforms. Recentelijk zijn consumentencamera’s
zoals die op drones en smartphones populair geworden voor goedkope remote sensing.

Citizen science (letterlijk “burgerwetenschap”) betrekt mensen die geen beroepsweten-
schappers zijn bij het wetenschappelijke proces via het verrichten van metingen, interpreteren
van resultaten en het bedenken van nieuw onderzoek. Door de toegankelijkheid van water-
onderzoek te vergroten, biedt dit kansen om de kosten daarvan te verlagen en de schaal-
baarheid te verbeteren. Burgers verstrekken veel gegevens en lokale kennis die, in samen-
werking met professionele onderzoekers, kunnen leiden tot nieuwe mogelijkheden, gedeelde
inzichten en lokale interpretatie op maat. Tegelijkertijd leren de citizen scientists meer over
hun omgeving door zelf onderzoek te doen en worden zij als belanghebbenden sociaal en
politiek mondiger.

Het doel van dit proefschrift is om de toegankelijkheid en onzekerheid van remote sens-
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ing en citizen science te onderzoeken en te verbeteren, zodat deze technieken beter in staat
zijn om de gewenste verbeteringen in kosten, schaal en reproduceerbaarheid van wateronder-
zoek op te leveren. Toegankelijkheid betekent hier de mate waarin mensen gegevens kunnen
creëren, gebruiken en interpreteren, zonder beperkt te worden door fysieke mogelijkheden
of financiële status. Onzekerheid verwijst naar de spreiding in gemeten waarden veroorzaakt
door willekeurige effecten en naar fouten veroorzaakt door bekende of onbekende systema-
tische effecten.

Hoofdstuk 2. Citizen science met kleurenblindheid: Een casestudy over de Forel-Ule-
schaal.
Veel citizen-science-projecten zijn afhankelijk van kleurwaarneming, maar tot 1 op de 11
deelnemers is kleurenblind. We bootsen het effect na van verschillende vormen van kleuren-
blindheid op metingen met de Forel-Ule-schaal, die wordt gebruikt om met het oog de kleur
van water te meten. We constateren dat kleurenblindheid het vermogen om onderscheid
te maken tussen kleuren op de Forel-Ule-schaal vermindert. Dit vermindert de precisie en
nauwkeurigheid van citizen-science-data en de motivatie van deelnemers. Deze problemen
kunnen worden aangepakt door onzekerheidsschattingen op te nemen in formulieren voor
data-invoer en door kleurenblindheid te bespreken in handleidingen. Deze conclusies en
aanbevelingen gelden algemeen voor citizen science op basis van kleurmetingen, inclusief
andere classificatie- en monitoringsactiviteiten. Het betrekken van kleurenblinde mensen
vergroot zowel de sociale als de wetenschappelijke impact van citizen science.

Hoofdstuk 3. Gestandaardiseerde spectrale en radiometrische kalibratie van consu-
mentencamera’s.
Consumentencamera’s, met name die op smartphones en UAV’s, worden tegenwoordig veel
gebruikt als wetenschappelijke instrumenten. De dataverwerkingsstromen van deze cam-
era’s zijn echter niet geoptimaliseerd voor kwantitatieve radiometrie en hun kalibratie is
complexer dan die van wetenschappelijke camera’s. Het ontbreken van een gestandaardis-
eerde kalibratiemethode beperkt de reproduceerbaarheid tussen apparaten en, in de steeds
veranderende markt, uiteindelijk ook de levensduur van projecten die ze gebruiken. Wij pre-
senteren een gestandaardiseerde methodologie en database (SPECTACLE) voor spectrale en
radiometrische kalibraties van consumentencamera’s. De methodologie wordt toegepast op
zeven populaire camera’s om hun prestaties te karakteriseren en onzekerheden te kwantifi-
ceren. Door middel van kalibratie en het gebruik van RAW-data leggen we de basis voor het
gebruik van consumentencamera’s voor professionele spectroradiometrie.

Hoofdstuk 4. Nauwkeurigheid en reproduceerbaarheid van bovenwaterradiometrie
met gekalibreerde smartphonecamera’s met behulp van RAW-data.
In dit hoofdstuk passen we de resultaten en aanbevelingen uit Hoofdstuk 3 toe op boven-
waterradiometrie. We meten Rrs en waterkleur op en rond het Balatonmeer, Hongarije,
met twee smartphones en twee hyperspectrale referentie-instrumenten ter validatie. We
kwantificeren de onzekerheid, reproduceerbaarheid en nauwkeurigheid van de resulterende
gegevens en vergelijken deze met professionele spectroradiometers en bestaande citizen-
science-benaderingen. We constateren dat smartphonecamera’s vergelijkbaar presteren met
professionele instrumenten wat betreft onzekerheid, nauwkeurigheid en reproduceerbaarheid.
Op basis van deze resultaten bieden we praktische aanbevelingen voor het gebruik van con-
sumentencamera’s in professionele wetenschap en citizen science.



Nederlandstalige samenvatting 191

Hoofdstuk 5. Systematische fouten door onjuiste convolutie van reflectantie.
Reflectantiemetingen van verschillende instrumenten worden omgerekend en vergeleken
door middel van spectrale convolutie. Dit wordt gedaan om tijdreeksen te combineren, in-
strumenten te valideren en retrieval-algoritmes toe te passen. Convolutie wordt echter vaak
onjuist uitgevoerd, waarbij de reflectantie zelf wordt geconvolueerd in plaats van de onder-
liggende (ir)radianties. We kwantificeren de resulterende fout voor gesimuleerde en echte
instrumenten en vinden systematische fouten tot 5%. Op basis van deze resultaten stellen
we voor dat deze fout gedeeltelijk verantwoordelijk is voor de onzekerheden die in eerder
werk zijn gevonden en raden we aan dat spectrale convolutie in toekomstig werk op de juiste
manier wordt toegepast.

Hoofdstuk 6. Een universeel smartphone-opzetstuk voor draagbare spectroscopie en
polarimetrie: iSPEX 2.
We presenteren een nieuwe spectropolarimeter voor smartphones, iSPEX 2. Dit is de opvol-
ger van de oorspronkelijke iSPEX, een opzetstuk voor citizen-science-metingen van atmos-
ferische aerosolen. Het optische ontwerp wordt gepresenteerd en het productieproces wordt
gedetailleerd beschreven. Door universele smartphone-ondersteuning en een gegevensver-
werkingslijn op basis van Hoofdstuk 3 willen we de toegankelijkheid en gegevenskwaliteit
verbeteren ten opzichte van het origineel. Een eerste validatiemeting wordt gepresenteerd als
proof of concept. Ten slotte stellen we mogelijke toepassingen van iSPEX 2 voor profes-
sionele en burgerwetenschap voor.

Hoofdstuk 7. Algemene discussie en toekomstperspectief.
In dit hoofdstuk synthetiseren we de algemene bevindingen van Hoofdstukken 2–6 en be-
spreken we ze met betrekking tot de huidige stand van zaken en de toekomstige richting van
het vakgebied. Onderzoek in remote sensing van water is gericht op het verkrijgen van data
met meer dimensies door meer golflengtes en polarisatie mee te nemen, op automatisering, en
op een meer diepgaande analyse van onzekerheid en informatie-inhoud. Citizen science heeft
de afgelopen twintig jaar een hoge vlucht genomen, maar er is nog veel werk aan de (weten-
schaps)winkel. Verbeteringen op het gebied van gelijkwaardigheid, diversiteit en inclusiviteit
zullen de sociale en wetenschappelijke impact van citizen science vergroten. Verder sociaal
en technologisch onderzoek is nodig om deze verbeteringen te realiseren. Daarnaast be-
vat dit hoofdstuk de eerste bevindingen van een vervolgproject over spectropolarimetrie van
drijvend afval. We observeren verschillende soorten afval, voornamelijk plastic, in een golf-
bassin onder realistische omstandigheden. We zien een significant polarisatiesignaal voor
verschillende soorten afval, wat suggereert dat polarisatie kan worden gebruikt om afval in
de natuur te detecteren.
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For I myself, you know, have raised a hound with eyes as grey as the greyest,
and he is both fast and diligent and of good spirit and most gentle. [...] And so I
think I should not hesitate to record the name of the hound, because truly I have
a most swift, most wise, and most wonderful hound, whose name is Dorus.

29Following the translation in Lives in Interaction: Animal ‘Biographies’ in Graeco-Roman Literature?, Thorsten
Fögen (2017), doi:10.1515/9783110545623-005.
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