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Solar Corona

http://celebrating200years.noaa.gov/breakthroughs/coronagraph/welcome.html

Solar eclipses revealed wealth of structure in outer layers of Sun

http://celebrating200years.noaa.gov/breakthroughs/coronagraph/welcome.html


Bernard Lyot
French astronomer and

instrument maker

Bernard Lyot sitting at his 
Coronagraph at the Pic du Midi 
observatory in France ca. 1939.

Wanted to study the Sun’s corona 
without waiting for an eclipse
Invented the CORONAGRAPH in 
1939 to block sunlight and take 
photos of the corona.



First circumstellar disk imaged in 1984

Smith and Terrile 1984



Fomalhaut Debris Disk

Image Credit: NASA, ESA, P. Kalas and J. Graham (University of California, Berkeley) and M. Clampin 
(NASA/GSFC) 



AU Mic

Paul Kalas 1990



First Brown Dwarf

Credit: S. Kulkarni (Caltech), D.Golimowski (JHU) and NASA

Gliese 229B - taken with HST

Discovered in 1994 from Palomar 60 inch telescope



…to planets

Marois et al. (2010)

HR 8799
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doi:10.1038/nature09684

Images of a fourth planet orbiting HR 8799
Christian Marois1, B. Zuckerman2, Quinn M. Konopacky3, Bruce Macintosh3 & Travis Barman4

High-contrast near-infrared imaging of the nearby star HR 8799
has shown three giant planets1. Such images were possible because
of the wide orbits (.25 astronomical units, where 1 AU is the Earth–
Sun distance) and youth (,100Myr) of the imaged planets, which
are still hot and bright as they radiate away gravitational energy
acquired during their formation. An important area of contention
in the exoplanet community iswhether outer planets (.10 AU)more
massive than Jupiter form by way of one-step gravitational instabil-
ities2 or, rather, through a two-step process involving accretion of a
core followed by accumulation of a massive outer envelope com-
posed primarily of hydrogen and helium3. Here we report the pres-
ence of a fourth planet, interior to and of about the samemass as the
other three. The system, with this additional planet, represents a
challenge for current planet formation models as none of them can
explain the in situ formation of all four planets.With its four young
giant planets and known cold/warm debris belts4 , the HR 8799
planetary system is a unique laboratory inwhich to study the forma-
tion and evolution of giant planets at wide (.10 AU) separations.
New near-infrared observations ofHR 8799, optimized for detecting

close-in planets, were made at the Keck II telescope in 2009 and 2010.
(See Table 1 for a summary.) A subset of the images is presented in
Fig. 1. A fourth planet, designated HR 8799e, is detected at six different
epochs at an averaged projected separation of 0.36806 0.003’’
(14.56 0.4 AU). Planet e is bound to the star and is orbiting anticlock-
wise (see Fig. 2), as are the three other knownplanets in the system. The
measured orbitalmotion, 466 10mas yr21, is consistentwith a roughly
circular orbit of semimajor axis (a) 14.5 AU with a,50-year period.
Knowledge of the age and luminosity of the planets is critical for

deriving their fundamental properties, including mass. In 2008 we
used various techniques to estimate an age of 60Myr with a plausible

range between 30 and 160Myr (here we represent this as 60z100
{30 Myr),

consistent with an earlier estimate of 20–150Myr (ref. 5). Two recent
analyses (R. Doyon et al., and B. Zuckerman et al., manuscripts in
preparation) independently deduce that HR 8799 is very likely to be
a member of the 30Myr Columba association6. This conclusion is
based on common Galactic space motions and age indicators for stars
located between the previously-known Columba members and HR
8799. The younger age suggests smaller planet masses, but to be con-
servative, we use both age ranges (30z20

{10 Myr (Columba association)
and 60z100

{30 Myr1) to derive the physical properties of planet e.

Table 1 | HR 8799e astrometry, photometry and physical
characteristics
Epoch, band, wavelength Separation [E, N] from the host star

2009 Jul. 31, Kp band 2.124 mm (60.0190) [20.2990, 20.2170]
2009 Aug. 1, L9 band 3.776 mm (60.0130) [20.3030, 20.2090]
2009 Nov. 1, L9 band 3.776 mm (60.0100) [20.3040, 20.1960]
2010 Jul. 13, Ks band 2.146 mm (60.0080) [20.3250, 20.1730]
2010 Jul. 21, L9 band 3.776 mm (60.0110) [20.3240, 20.1750]
2010 Oct. 30, L9 band 3.776 mm (60.0100) [20.3340, 20.1620]

Parameter Value

Projected separation, avg. from all epochs* (AU) 14.560.4
Orbital motion (arcsec yr21) 0.04660.010
Period for a face-on circular orbit (yr) ,50
DKs 2.146 mm{ (mag) 10.6760.22
DL9 3.776 mm{ (mag) 9.3760.12
Absolute magnitude at 2.146 mm, MKs (mag) 12.9360.22
Absolute magnitude at 3.776 mm, ML’ (mag) 11.6160.12
Luminosity (log L[) 24.760.2
Mass for 30z20

{10 Myr (MJup) 7z3
{2

Mass for 60z100
{30 Myr (MJup) 10z3

{3

*The projected separation error (in AU) also accounts for the uncertainty in the distance to the star.
{Planet-to-star flux ratios, expressed as difference of magnitude. No reliable photometry was derived
for the Kp-band 2009 Jul. 31 data.

1National Research Council Canada, Herzberg Institute of Astrophysics, 5071West Saanich Road, Victoria, British Columbia V9E 2E7, Canada. 2Physics & Astronomy Department, University of California,
Los Angeles, California 90095, USA. 3Lawrence Livermore National Laboratory, 7000 East Avenue, Livermore, California 94550, USA. 4Lowell Observatory, 1400 West Mars Hill Road, Flagstaff, Arizona
86001, USA.
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Figure 1 | HR 8799e discovery images. Images of HR 8799 (a star at
39.46 1.0 pc and located in the Pegasus constellation) were acquired at the
Keck II telescope with the Angular Differential Imaging technique (ADI)22 to
allowa stable quasi-static point spread function (PSF)while leaving the field-of-
view to rotate with time while tracking the star in the sky. The ADI/LOCI22,23

SOSIE software24 was used to subtract the stellar flux, and to combine and flux-
calibrate the images. Our SOSIE software24 iteratively fits the planet PSF to
derive relative astrometry and photometry (the star position and its
photometry were obtained from unsaturated data or from its PSF core that was
detectable through a flux-calibrated focal plane mask). a, An L9-band image
acquired on 21 July 2010; b, a Ks-band image acquired on 13 July 2010 (arrows
in a andbpoint towards planet e); c, an L9-band image acquired on 1November
2009. All three sequences were,1 h long. No coronagraphic focal plane mask
was used on 1 November 2009, but a 400-mas-diameter mask was used on 13
July and 21 July 2010. HR 8799e is located southwest of the star. Planets b, c and
d are seen at respective projected separations of 68, 38 and 24 AU from the
central star, consistent with roughly circular orbits at inclinations of,40u (refs
11–13). Their masses (7, 10 and 10MJup for b, c and d for 60Myr age1; 5, 7 and
7MJup for 30Myr age) were estimated from their luminosities using age-
dependent evolutionary models25. North is up and east is left.
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Figure 1 | HR 8799e discovery images. Images of HR 8799 (a star at
39.46 1.0 pc and located in the Pegasus constellation) were acquired at the
Keck II telescope with the Angular Differential Imaging technique (ADI)22 to
allowa stable quasi-static point spread function (PSF)while leaving the field-of-
view to rotate with time while tracking the star in the sky. The ADI/LOCI22,23

SOSIE software24 was used to subtract the stellar flux, and to combine and flux-
calibrate the images. Our SOSIE software24 iteratively fits the planet PSF to
derive relative astrometry and photometry (the star position and its
photometry were obtained from unsaturated data or from its PSF core that was
detectable through a flux-calibrated focal plane mask). a, An L9-band image
acquired on 21 July 2010; b, a Ks-band image acquired on 13 July 2010 (arrows
in a andbpoint towards planet e); c, an L9-band image acquired on 1November
2009. All three sequences were,1 h long. No coronagraphic focal plane mask
was used on 1 November 2009, but a 400-mas-diameter mask was used on 13
July and 21 July 2010. HR 8799e is located southwest of the star. Planets b, c and
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11–13). Their masses (7, 10 and 10MJup for b, c and d for 60Myr age1; 5, 7 and
7MJup for 30Myr age) were estimated from their luminosities using age-
dependent evolutionary models25. North is up and east is left.
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HR 8799 system biggest success



Marois (2010) Nature

HR 8799 system biggest success

HR 8799e is located very near planets c and d in a Ks versus Ks2L’
colour–magnitude diagram, suggesting that all three planets have sim-
ilar spectral shapes and bolometric luminosities. We, therefore, adopt
the same luminosity for these three planets; however, given the larger
photometric error-bars and sparse wavelength coverage associated
with planet e, we have conservatively assigned to it a luminosity error
(Table 1) twice as large as those for planets b, c and d1. This luminosity
estimate is consistent with empirically calibrated bolometric correc-
tions for brown dwarfs7, although such corrections may be ill-suited

for young planets with distinct spectra and colours. Using the two
overlapping age ranges outlined above and the evolutionary models
described in theHR8799bcd discovery article1, we estimate themass of
planet e to be 7z3

{2 MJup (30Myr) and 10z3
{3 MJup (60Myr), whereMJup

is the mass of Jupiter; see Fig. 3. The broadband photometry of planets
b, c, and d provide strong evidence for significant atmospheric cloud
coverage, while recent spectroscopy of planets b and c show evidence
for non-equilibrium CO/CH4 chemistry8–10. Given the limited wave-
length coverage of the discovery images for planet e, it is too early to
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Figure 2 | HR 8799e 2009–10 astrometry. Main figure, the 2009–10 orbital
motions of the four planets—b, c, d, e. Crosses denote the positions for 2009 and
2010 first an last epochs for b, c and d, and for all six epochs for e. A square is
drawn over the cross symbol of each planet’s first epoch. Inset, a zoomed
version of planet e’s astrometry, including the expected motion (curved solid
line) if it is an unrelated background object; each epoch is labelled by a number
1–6; a dashed line connects the star to each epoch data point; error bars,61s.d.

Planet e is confirmed as bound to HR 8799, and it is moving at
466 10mas yr21 anticlockwise. In the main figure, the orbits of the giant
planets of our Solar System (Jupiter, Saturn,Uranus andNeptune) are drawn to
scale (light grey circles). With a period of,50 years, the orbit of HR 8799e will
be rapidly constrained by future observations; at our current measurement
accuracy, it will be possible to measure orbital curvature after only 2 years.
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Figure 3 | The mass of HR 8799e from the age–luminosity relationship.
Solid lines are luminosity-versus-age tracks for planet evolution models25

(luminosities are normalized to the solar luminosity, L[). Objects above 13
MJup are typically considered to be outside the planet-mass regime; however,
the tail end of the planet distribution found by radial velocity surveys extends
above this IAU-defined mass limit26. Boxed areas show adopted luminosity
ranges (61s.d.) and estimated age ranges for the four HR 8799 planets: cross-
hatched boxes show age range 30z20

{10 Myr; grey boxes show age range
60z100

{30 Myr; planets c, d and e have similar luminosities, but the luminosity
uncertainty for e is larger and indicated by the darker box/opposite hatch. For
comparison, the ages and luminosities of four recently imaged planet-mass
companions near other stars are indicated (numbered 1–4; see key on figure)
showing 1s.d. error bars for the luminosity and estimated age ranges). An
asteroseismology study suggested that the HR 8799 system might be as old as
,1Gyr (ref. 27), but it is highly unlikely that such an old star would have very
massive debris belts21,28; such an agewould also require planetarymasses far too
high for long-term stability13. The older age also requires an inclination of the
stellar pole relative to the line of sight of,50u, inconsistentwith the nearly face-
on planetary system and the,25u inclination upper limit measured from
Spitzer images of the outer dust halo4. Mass estimates based on any existing
evolutionary model at ages as young as 20–30Myr suffer from unconstrained
initial formation conditions; the masses presented here could be
underestimated if the planets formed by core-accretion, though ‘cold start’
core-accretion models29 do not reproduce the observed luminosity for any
combination of mass and age. While this additional uncertainty can lead
temporarily to ambiguity about the planets’ masses and formation history
(core-accretion or gravitation instability), it does highlight the importance of
discovering and following in orbit planet-mass companions at ages when
formation processes are important.
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Orbital Motion seen over several years



Atmospheric Transmission

Wavelength (microns) Source: HITRAN model Wikipedia
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Cushing et al. (2006)

T ≈ 3100K

T ≈ 2100K

T ≈ 1100K



We’d like to see...



109 to 106 times brighter

1 arcsec or less



both are unresolved sources
(maybe not the star though...)



Telescopes - VLT in Chile



Large Binocular Telescope



Large Binocular Telescope



The Lingo
Inner Working Angle (IWA) and Outer Working Angle (OWA): 

Specify in units of lambda/D the range of angles that the coronagraph 
effectively works with >50% planet transmission

Contrast (specified in delta magnitudes or number of decades):
this is the RAW contrast as seen in the PSF.

Space based coronagraphs aim for 10 decades, ground based fo 5 to 6 decades.

(adapted from Olivier Guyon’s slides)

Null order (specified as 2nd, 3rd, 4th, 5th….):
expresses how sensitive the coronagraph is to tip tilt error with the star

Higher orders are more immune to tip tilt, but have larger IWAs



Subtracting off a reference image leaves 
“speckles”

the telescope and and camera “flex”



An ideal contrast curve

– 7 –

Table 1. Summary of Observations of Fomalhaut in Pupil Tracking Mode

Parameter Hemisphere 1 Hemisphere 2 Hemisphere 3

UT date 2011-07-19 2011-08-09 2011-08-07

UT start 07:27:43 06:08:23 06:04:17

UT end 08:42:30 07:25:20 07:15:04

NDIT ⇥ DIT 200 ⇥ 0.23 sec 200 ⇥ 0.23 sec 200 ⇥ 0.23 sec

NINT 75 78 72

Parallactic Angle start -50.2� -46.1� -58.9�

Parallactic Angle end 69.3� 71.7� 61.8�

Airmass 1.005 to 1.023 1.005 to 1.014 1.005 to 1.028

Typical DIMM Seeing 0.60 to 0.75 0.61 to 0.70 0.83 to 1.32

Fig. 2.— Contrast curve for point sources artificially inserted at di↵erent position angles

around Fomalhaut, with the contrast expressed in delta magnitudes for a 5� point source

detection and angular separation in arcseconds.

Sky background limit

Diffraction limit Airy core

10�4 at 3�/D



Coronagraphs are angular filters

They apodize the telescope PSF
(“apodization” is Greek for ‘chopping off the foot’)



Lenses are Fourier Transform 
machines

Before we discuss the utility of forming PSFs of this nature,
we must derive the coronagraphic PSF. This is done in x 3. Sec-
tion 4, then, deals with the effects of finite spectral bandwidth:
an imprecisely placed reticulate pupil mask and residual phase
aberrations in the entrance pupil.

3. CORONAGRAPHIC POINT-SPREAD FUNCTION
ON A RETICULATED APERTURE

A telescope aperture is described by a transmission function
pattern A(x), where x ¼ (x1; x2) is the location in the aperture, in
units of the wavelength of the light (see Fig. 2). The correspond-
ing aperture illumination describing the electric field strength
in the pupil (in response to an unaberrated, unit field strength,
monochromatic incident wave) is EA ¼ A(x). The field strength
in the image plane, EB ¼ a(k), is the Fourier transform of EA,
where once more, k ¼ (k1; k2) is the image plane coordinate in
radians. Because of the Fourier relationship between pupil and
image fields, k is also a spatial frequency vector for a given wave-
length of light. The PSF is p ¼ aa", recalling our convention of
changing the case of a function to indicate its Fourier transform.
We, again, refer to a as the ASF. We multiply the image field
EB by a mask function m(k) to model the focal plane mask of
a coronagraph. The image field immediately after this mask is
EC ¼ m(k)EB. The electric field in the reimaged pupil after the
focal plane mask (the Lyot pupil) is ED, which is the Fourier
transform of EC . We use the fact that the transform of the image
plane field EB is just the aperture illumination function EA itself,
so the Lyot pupil field is ED ¼ M (x) " EA, where the asterisk is
the convolution operator.

If the Lyot pupil stop transmission is N (x), the electric field
after the Lyot stop is EE ¼ N (x)ED. The transform of this last
expression is the final coronagraphic image field strength: EF ¼
n(k) " m(k)EB½ $. Sivaramakrishnan&Yaitskova (2005) described
the structure of the field strength ED in the Lyot plane located at
D. We use their results to analyze the final image plane EF for an
ideal (‘‘perfect’’) coronagraph on a reticulated circular aperture,
in order to use its features as fiducial locations in the final image
for the purpose of high-precision astrometry and photometry.

3.1. The Ideal Coronagraph

The band-limited coronagraph (BLC) design ismathematically
perfect, in that simple Fourier optics modeling predicts that it
will prevent all incoming, on-axis light from reaching the final
coronagraphic focal plane (Kuchner & Traub 2002). Its mathe-
matical simplicity makes it useful for the purpose of elucidating
the way Lyot-style coronagraphic PSFs are affected by various
factors, such as tip-tilt (Lloyd & Sivaramakrishnan 2005), higher
order phase aberrations (Sivaramakrishnan et al. 2005), the pres-

ence of secondary mirror support vanes or ‘‘spiders’’ in the pu-
pil (Sivaramakrishnan & Lloyd 2005), the secondary obstruc-
tion itself (Sivaramakrishnan et al. 2004), or intersegment gaps
(Sivaramakrishnan & Yaitskova 2005). The BLC design also en-
ables an analytical treatment of various effects, which can then
be studied numerically for particular instruments, or on related
designs such as the Apodized Pupil Lyot Coronagraph (Soummer
et al. 2003; Soummer 2005; Sivaramakrishnan & Lloyd 2005).

The purpose of this exercise is that, although the BLC may
not be used in any particular coronagraphic instrument, the theory
allows us to examine the behavior of the reticulated mask in-
dependent of the particular choice of coronagraphic starlight
suppression. In this way, our analysis is not complicated by the
difficulties of starlight suppression, by the simple fact that we
assume it is perfect in this analysis.

The BLC design is easily understood if we introduce a ‘‘mask
shape function’’ w with the definition

m(k) % 1 & w(k); ð8Þ

which means that M (x) ¼ !(x) & W (x). We use this in the ex-
pression for the Lyot plane field strength ED, noting that since
the focal plane mask is opaque at its center, w is unity at the
origin, soW is a function whose two-dimensional integral over
the whole of the pupil plane is unity. Thus, we can write the
electric field at the Lyot plane as

ED(x) ¼ A " !(x) & W (x)½ $
¼ A & A "W (x): ð9Þ

If w is a band-limited function with bandpass b, then there is a
minimum positive value ofbsuch that the mask function’s Fourier
transform, W, satisfies the property

W (x) ¼ 0; if jxj > b: ð10Þ

Thus, in the BLC design W (the Fourier transform of the mask
shape function) has compact support in its domain (the Lyot
pupil plane).

In the case of a completely unaberrated coronagraphic optical
train, the above-mentioned properties of w (or W ) result in the
Lyot pupil field at any point farther than 2bfrom a pupil edge
being identically zero.Wemust also invoke the fact that the area
under the convolution of two functions is the product of the areas
under the two constituent functions to see that this is indeed so.

In our numerical examples of coronagraphic images, which
are all unobscured circular aperture systems, we use a BLCwith
a mask profile

m(k) ¼ 1 & jinc2(jkj=k0); ð11Þ

where jinc(x) ¼ 2J1(x)/x. Here J1(x) is the Bessel function of the
first kind, with index 1. The constant k0 is chosen so that the first
zero of the jinc function lies 12 resolution elements (k /D) from
the center of the opaque focal plane mask. Since this is about
10 times as wide as the direct image’s PSF, the bandpass of this
jinc2 mask is approximately D/5 (the bandpass of a product of
two functions being the sum of the bandpasses of the two func-
tions, the bandpass of our jinc function is D/10). Therefore,
the optimally sized Lyot stop for this ‘‘fourth-order’’ focal plane
mask is 3D/5 in diameter (the order here refers to the local

Fig. 2.—Essential planes and stops in a coronagraph. The entrance aperture
is A, and the direct image at B falls on a focal plane mask whose transmission
function is m(k). The reimaged pupil plane D, after being modified by passage
through a Lyot stop with a transmission function N (x), is sent to the corona-
graphic image at F. We place a square grid of opaque wires over the pupil plane
A to create controlled fiducial spots in the coronagraphic image at F for astro-
metric and photometric purposes.

ASTROMETRY AND PHOTOMETRY WITH CORONAGRAPHS 623No. 1, 2006
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…and you go from Pupil Plane to 
Image Plane and back again

Before we discuss the utility of forming PSFs of this nature,
we must derive the coronagraphic PSF. This is done in x 3. Sec-
tion 4, then, deals with the effects of finite spectral bandwidth:
an imprecisely placed reticulate pupil mask and residual phase
aberrations in the entrance pupil.

3. CORONAGRAPHIC POINT-SPREAD FUNCTION
ON A RETICULATED APERTURE

A telescope aperture is described by a transmission function
pattern A(x), where x ¼ (x1; x2) is the location in the aperture, in
units of the wavelength of the light (see Fig. 2). The correspond-
ing aperture illumination describing the electric field strength
in the pupil (in response to an unaberrated, unit field strength,
monochromatic incident wave) is EA ¼ A(x). The field strength
in the image plane, EB ¼ a(k), is the Fourier transform of EA,
where once more, k ¼ (k1; k2) is the image plane coordinate in
radians. Because of the Fourier relationship between pupil and
image fields, k is also a spatial frequency vector for a given wave-
length of light. The PSF is p ¼ aa", recalling our convention of
changing the case of a function to indicate its Fourier transform.
We, again, refer to a as the ASF. We multiply the image field
EB by a mask function m(k) to model the focal plane mask of
a coronagraph. The image field immediately after this mask is
EC ¼ m(k)EB. The electric field in the reimaged pupil after the
focal plane mask (the Lyot pupil) is ED, which is the Fourier
transform of EC . We use the fact that the transform of the image
plane field EB is just the aperture illumination function EA itself,
so the Lyot pupil field is ED ¼ M (x) " EA, where the asterisk is
the convolution operator.

If the Lyot pupil stop transmission is N (x), the electric field
after the Lyot stop is EE ¼ N (x)ED. The transform of this last
expression is the final coronagraphic image field strength: EF ¼
n(k) " m(k)EB½ $. Sivaramakrishnan&Yaitskova (2005) described
the structure of the field strength ED in the Lyot plane located at
D. We use their results to analyze the final image plane EF for an
ideal (‘‘perfect’’) coronagraph on a reticulated circular aperture,
in order to use its features as fiducial locations in the final image
for the purpose of high-precision astrometry and photometry.

3.1. The Ideal Coronagraph

The band-limited coronagraph (BLC) design ismathematically
perfect, in that simple Fourier optics modeling predicts that it
will prevent all incoming, on-axis light from reaching the final
coronagraphic focal plane (Kuchner & Traub 2002). Its mathe-
matical simplicity makes it useful for the purpose of elucidating
the way Lyot-style coronagraphic PSFs are affected by various
factors, such as tip-tilt (Lloyd & Sivaramakrishnan 2005), higher
order phase aberrations (Sivaramakrishnan et al. 2005), the pres-

ence of secondary mirror support vanes or ‘‘spiders’’ in the pu-
pil (Sivaramakrishnan & Lloyd 2005), the secondary obstruc-
tion itself (Sivaramakrishnan et al. 2004), or intersegment gaps
(Sivaramakrishnan & Yaitskova 2005). The BLC design also en-
ables an analytical treatment of various effects, which can then
be studied numerically for particular instruments, or on related
designs such as the Apodized Pupil Lyot Coronagraph (Soummer
et al. 2003; Soummer 2005; Sivaramakrishnan & Lloyd 2005).

The purpose of this exercise is that, although the BLC may
not be used in any particular coronagraphic instrument, the theory
allows us to examine the behavior of the reticulated mask in-
dependent of the particular choice of coronagraphic starlight
suppression. In this way, our analysis is not complicated by the
difficulties of starlight suppression, by the simple fact that we
assume it is perfect in this analysis.

The BLC design is easily understood if we introduce a ‘‘mask
shape function’’ w with the definition

m(k) % 1 & w(k); ð8Þ

which means that M (x) ¼ !(x) & W (x). We use this in the ex-
pression for the Lyot plane field strength ED, noting that since
the focal plane mask is opaque at its center, w is unity at the
origin, soW is a function whose two-dimensional integral over
the whole of the pupil plane is unity. Thus, we can write the
electric field at the Lyot plane as

ED(x) ¼ A " !(x) & W (x)½ $
¼ A & A "W (x): ð9Þ

If w is a band-limited function with bandpass b, then there is a
minimum positive value ofbsuch that the mask function’s Fourier
transform, W, satisfies the property

W (x) ¼ 0; if jxj > b: ð10Þ

Thus, in the BLC design W (the Fourier transform of the mask
shape function) has compact support in its domain (the Lyot
pupil plane).

In the case of a completely unaberrated coronagraphic optical
train, the above-mentioned properties of w (or W ) result in the
Lyot pupil field at any point farther than 2bfrom a pupil edge
being identically zero.Wemust also invoke the fact that the area
under the convolution of two functions is the product of the areas
under the two constituent functions to see that this is indeed so.

In our numerical examples of coronagraphic images, which
are all unobscured circular aperture systems, we use a BLCwith
a mask profile

m(k) ¼ 1 & jinc2(jkj=k0); ð11Þ

where jinc(x) ¼ 2J1(x)/x. Here J1(x) is the Bessel function of the
first kind, with index 1. The constant k0 is chosen so that the first
zero of the jinc function lies 12 resolution elements (k /D) from
the center of the opaque focal plane mask. Since this is about
10 times as wide as the direct image’s PSF, the bandpass of this
jinc2 mask is approximately D/5 (the bandpass of a product of
two functions being the sum of the bandpasses of the two func-
tions, the bandpass of our jinc function is D/10). Therefore,
the optimally sized Lyot stop for this ‘‘fourth-order’’ focal plane
mask is 3D/5 in diameter (the order here refers to the local

Fig. 2.—Essential planes and stops in a coronagraph. The entrance aperture
is A, and the direct image at B falls on a focal plane mask whose transmission
function is m(k). The reimaged pupil plane D, after being modified by passage
through a Lyot stop with a transmission function N (x), is sent to the corona-
graphic image at F. We place a square grid of opaque wires over the pupil plane
A to create controlled fiducial spots in the coronagraphic image at F for astro-
metric and photometric purposes.
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Layout of a basic coronagraph

Before we discuss the utility of forming PSFs of this nature,
we must derive the coronagraphic PSF. This is done in x 3. Sec-
tion 4, then, deals with the effects of finite spectral bandwidth:
an imprecisely placed reticulate pupil mask and residual phase
aberrations in the entrance pupil.

3. CORONAGRAPHIC POINT-SPREAD FUNCTION
ON A RETICULATED APERTURE

A telescope aperture is described by a transmission function
pattern A(x), where x ¼ (x1; x2) is the location in the aperture, in
units of the wavelength of the light (see Fig. 2). The correspond-
ing aperture illumination describing the electric field strength
in the pupil (in response to an unaberrated, unit field strength,
monochromatic incident wave) is EA ¼ A(x). The field strength
in the image plane, EB ¼ a(k), is the Fourier transform of EA,
where once more, k ¼ (k1; k2) is the image plane coordinate in
radians. Because of the Fourier relationship between pupil and
image fields, k is also a spatial frequency vector for a given wave-
length of light. The PSF is p ¼ aa", recalling our convention of
changing the case of a function to indicate its Fourier transform.
We, again, refer to a as the ASF. We multiply the image field
EB by a mask function m(k) to model the focal plane mask of
a coronagraph. The image field immediately after this mask is
EC ¼ m(k)EB. The electric field in the reimaged pupil after the
focal plane mask (the Lyot pupil) is ED, which is the Fourier
transform of EC . We use the fact that the transform of the image
plane field EB is just the aperture illumination function EA itself,
so the Lyot pupil field is ED ¼ M (x) " EA, where the asterisk is
the convolution operator.

If the Lyot pupil stop transmission is N (x), the electric field
after the Lyot stop is EE ¼ N (x)ED. The transform of this last
expression is the final coronagraphic image field strength: EF ¼
n(k) " m(k)EB½ $. Sivaramakrishnan&Yaitskova (2005) described
the structure of the field strength ED in the Lyot plane located at
D. We use their results to analyze the final image plane EF for an
ideal (‘‘perfect’’) coronagraph on a reticulated circular aperture,
in order to use its features as fiducial locations in the final image
for the purpose of high-precision astrometry and photometry.

3.1. The Ideal Coronagraph

The band-limited coronagraph (BLC) design ismathematically
perfect, in that simple Fourier optics modeling predicts that it
will prevent all incoming, on-axis light from reaching the final
coronagraphic focal plane (Kuchner & Traub 2002). Its mathe-
matical simplicity makes it useful for the purpose of elucidating
the way Lyot-style coronagraphic PSFs are affected by various
factors, such as tip-tilt (Lloyd & Sivaramakrishnan 2005), higher
order phase aberrations (Sivaramakrishnan et al. 2005), the pres-

ence of secondary mirror support vanes or ‘‘spiders’’ in the pu-
pil (Sivaramakrishnan & Lloyd 2005), the secondary obstruc-
tion itself (Sivaramakrishnan et al. 2004), or intersegment gaps
(Sivaramakrishnan & Yaitskova 2005). The BLC design also en-
ables an analytical treatment of various effects, which can then
be studied numerically for particular instruments, or on related
designs such as the Apodized Pupil Lyot Coronagraph (Soummer
et al. 2003; Soummer 2005; Sivaramakrishnan & Lloyd 2005).

The purpose of this exercise is that, although the BLC may
not be used in any particular coronagraphic instrument, the theory
allows us to examine the behavior of the reticulated mask in-
dependent of the particular choice of coronagraphic starlight
suppression. In this way, our analysis is not complicated by the
difficulties of starlight suppression, by the simple fact that we
assume it is perfect in this analysis.

The BLC design is easily understood if we introduce a ‘‘mask
shape function’’ w with the definition

m(k) % 1 & w(k); ð8Þ

which means that M (x) ¼ !(x) & W (x). We use this in the ex-
pression for the Lyot plane field strength ED, noting that since
the focal plane mask is opaque at its center, w is unity at the
origin, soW is a function whose two-dimensional integral over
the whole of the pupil plane is unity. Thus, we can write the
electric field at the Lyot plane as

ED(x) ¼ A " !(x) & W (x)½ $
¼ A & A "W (x): ð9Þ

If w is a band-limited function with bandpass b, then there is a
minimum positive value ofbsuch that the mask function’s Fourier
transform, W, satisfies the property

W (x) ¼ 0; if jxj > b: ð10Þ

Thus, in the BLC design W (the Fourier transform of the mask
shape function) has compact support in its domain (the Lyot
pupil plane).

In the case of a completely unaberrated coronagraphic optical
train, the above-mentioned properties of w (or W ) result in the
Lyot pupil field at any point farther than 2bfrom a pupil edge
being identically zero.Wemust also invoke the fact that the area
under the convolution of two functions is the product of the areas
under the two constituent functions to see that this is indeed so.

In our numerical examples of coronagraphic images, which
are all unobscured circular aperture systems, we use a BLCwith
a mask profile

m(k) ¼ 1 & jinc2(jkj=k0); ð11Þ

where jinc(x) ¼ 2J1(x)/x. Here J1(x) is the Bessel function of the
first kind, with index 1. The constant k0 is chosen so that the first
zero of the jinc function lies 12 resolution elements (k /D) from
the center of the opaque focal plane mask. Since this is about
10 times as wide as the direct image’s PSF, the bandpass of this
jinc2 mask is approximately D/5 (the bandpass of a product of
two functions being the sum of the bandpasses of the two func-
tions, the bandpass of our jinc function is D/10). Therefore,
the optimally sized Lyot stop for this ‘‘fourth-order’’ focal plane
mask is 3D/5 in diameter (the order here refers to the local

Fig. 2.—Essential planes and stops in a coronagraph. The entrance aperture
is A, and the direct image at B falls on a focal plane mask whose transmission
function is m(k). The reimaged pupil plane D, after being modified by passage
through a Lyot stop with a transmission function N (x), is sent to the corona-
graphic image at F. We place a square grid of opaque wires over the pupil plane
A to create controlled fiducial spots in the coronagraphic image at F for astro-
metric and photometric purposes.
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By 2007, many types of 
coronagraph developed
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Phase Lyot - 4 Quadrant Phase Mask (4QPM)

Rouan et al. 2000,
 PASP, 112, 1479

Lyot-like design with PI-shifiting (-1 amplitude) of 2 opposize 
quadrants in focal plane:
- Does not require pupil apodization. 
- less chromatic 
Phase shift still needs
 to be achromatic

2nd order null only.

Used on VLT for
science obs.

4-quadrant phase mask (4QPM)

Phase shift

2nd order null



Amplitude Lyot - Band Limited Mask Lyot (BL4, BL8)

Kuchner & Traub 2002
Kuchner 2005

Focal plane mask optimized to 
maintain fully dark central zone in 
pupil (band-limited mask). 

4th or 8th order extinction.

Band-Limited mask Lyot Coronagraph 
(BL4, BL8)

A focal plane mask that
moves star light into

thin crescents at edge 
of pupil

Kuchner and Traub 2002
Kuchner 2005



External Occulter - Flying Sunshades

Cash et al. 2005 SPIE 5899 274
Cash 2006, Nature

External Occulter
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A paper by Olivier Guyon in 2006 changed the development of 
coronagraphs…..

THEORETICAL LIMITS ON EXTRASOLAR TERRESTRIAL PLANET DETECTION
WITH CORONAGRAPHS
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ABSTRACT

Many high-contrast coronagraph designs have recently been proposed. In this paper, their suitability for direct
imaging of extrasolar terrestrial planets is reviewed. We also develop a linear algebra based model of coronagraphy
that can both explain the behavior of existing coronagraphs and quantify the coronagraphic performance limit im-
posed by fundamental physics.We find that themaximum theoretical throughput of a coronagraph is equal to 1minus
the nonaberrated noncoronagraphic PSF of the telescope. We describe how a coronagraph reaching this fundamental
limit may be designed, and how much improvement over the best existing coronagraph design is still possible. Both
the analytical model and numerical simulations of existing designs also show that this theoretical limit rapidly
degrades as the source size is increased: the ‘‘highest performance’’ coronagraphs, those with the highest throughput
and smallest inner working angle (IWA), are the most sensitive to stellar angular diameter. This unfortunately rules
out the possibility of using a small IWA (<k/d ) coronagraph for a terrestrial planet imaging mission. Finally, a
detailed numerical simulation that accurately accounts for stellar angular size, zodiacal and exozodiacal light is used
to quantify the efficiency of coronagraph designs for direct imaging of extrasolar terrestrial planets in a possible real
observing program. We find that in the photon noiseYlimited regime, a 4 m telescope with a theoretically optimal
coronagraph is able to detect Earth-like planets around 50 stars with 1 hr exposure time per target (assuming 25%
throughput and exozodi levels similar to our solar system). We also show that at least two existing coronagraph design
can approach this level of performance in the ideal monochromatic case considered in this study.

Subject headinggs: planetary systems — techniques: high angular resolution — telescopes

1. INTRODUCTION

Direct imaging and characterization (through low-resolution
spectroscopy) of extrasolar terrestrial planets (ETPs) is an excit-
ing but challenging scientific application of coronagraphy. While
the angular separation is well within the reach of a midsized tele-
scope in the visible, the high star-planet contrast (about 1010 in the
visible) requires a wave front stability that can only be obtained
with a space telescope. The low apparent luminosity of an Earth-
like planet (mV ! 29 for an Earth at 10 pc) requires the precious
planetary photons to be well isolated from the stellar light; other-
wise, photon noise from the stellar light drives the exposure time
unreasonably high and speckles from the stellar image, if not
calibrated, prevent detection. A system capable of delivering 1010

contrast at less than 0B1 is therefore required for efficient detection
and characterization of ETPs around a reasonably large (!30)
sample of nearby stars. The purpose of this work is to identify and
quantify how fundamental physics imposes hard limits on what
coronagraphs can achieve for the detection of terrestrial planets
and to compare these limits with what existing coronagraph de-
signs can achieve.

Coronagraphs designs simulated in this work are introduced
and x 2, where they are tentatively grouped in a four families. The
configuration adopted for each design in this study is also de-
scribed. In x 3, a metric to quantify coronagraph performance is
proposed, allowing existing coronagraph designs to be evaluated
in the ‘‘ideal’’ case (monochromatic light, unresolved central

star). A theoretical limit of coronagraph performance in this ideal
case is also derived. In the next two sections, we closely look at
the most fundamental (unavoidable) deviations from this ideal
case and their effects on coronagraphic performance: stellar an-
gular size (x 4) and presence of a zodiacal/exozodiacal background
(x 5). Finally, a detailed simulation of coronagraphic observations
of a sample of nearby stars is performed in x 6 to derive the effi-
ciency of coronagraphs for detection of ETPs.

2. BRIEF DESCRIPTION OF EXISTING
CORONAGRAPH DESIGNS

The coronagraphs studied in this work (see Table 1) are all the
coronagraphs known to us to theoretically achieve a 1010 PSF
contrastwithin 5k /d of the central source, as illustrated in Figure 1.
It is impossible to compare all the different kinds of coronagraph
designs that have been suggested in all their details. But without
these concrete examples, we could not communicate our new per-
spective and illustrate what are the fundamental physical effects
limiting coronagraphic performance. We offer this brief summary
of previous work as historical background prior to using these de-
signs. More detailed descriptions of these coronagraphs can be
found in the references given in this section.

We only consider in this paper unobstructed circular pupils.
We note that several techniques have been proposed to adapt
‘‘unfriendly’’ pupil shapes (central obstruction, spiders) to spe-
cific coronagraphs (Soummer 2005; Murakami & Baba 2005).

2.1. ‘‘Interferometric’’ Coronagraphs (AIC, VNC, PSC )

These coronagraphs look much like nulling interferometers:
they rely on interferometric combination of discrete beams de-
rived from the entrance pupil.

AIC.—The Achromatic Interferometric Coronagraph (Gay
& Rabbia 1996; Baudoz et al. 2000) uses a beam splitter to

1 Subaru Telescope, National Astronomical Observatory of Japan, 650
N. A’ohoku Place, Hilo, HI 96720.

2 NASA Goddard Space Flight Center, Greenbelt, MD 20771.
3 Research Institute for Mathematical Sciences, Kyoto University, Kyoto,
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Small IWA means we are looking closer to the stars
OR

We can use a smaller telescope aperture

destructively combine two copies of the entrance pupil, one of
them achromatically !-phase shifted and flipped. The final im-
age exhibits a 180! ambiguity, whichmay be removed at the ex-
pense of loosing achromaticity (Baudoz et al. 2005). TheCommon
PathAchromatic InterferometricCoronagraph (CPAIC) developed
by Tavrov et al. (2005) achieves the same achromatic !-phase
shifted and flipped nulling with a common path interferometer,
and it is therefore optically more robust.

VNC.—The Visible Nulling Coronagraph, fourth-order
(Mennesson et al. 2003) is the coronagraph equivalent of a double-
Bracewell nulling interferometer. Two successive shears in per-
pendicular directions produce four beams,which,when combined,
yield a fourth-order null in the pupil plane. By producing an image
from the nulled pupil, this coronagraph combines a deep null with
good imaging capabilities. In this paper, the shear distance is
chosen to be 30% of the pupil size, which places the first trans-
mission maximum (36% throughput) at 2:35k /d from the op-
tical axis. Increasing the shear distance allows smaller IWA but
reduces the throughput. We note that another coronagraph, the
fourth-order band-limited coronagraph (see x 2.3), could be de-
signed to perform the same pupil shear and nulling operations.
Both designs are simply two different optical implementations
of the same principle and are referred to as VNC/BL4(1) in this
paper.

PSC.—In the Pupil Swapping Coronagraph (Guyon & Shao
2006), parts of the pupils are geometrically swapped prior to de-
structive interferometric combination, thus avoiding the through-
put loss due to the shear in the VNC. The PSC design considered
in this work is the fourth-order PSC described in Guyon & Shao
(2006).

2.2. Pupil Apodization Coronagraphs
(CPA, PPA, PIAA, PIZZA)

The pupil complex amplitude can be modified to yield a PSF
suitable for high-contrast imaging, a property used by many coro-
nagraph concepts.

2.2.1. Conventional Pupil Apodization (CPA) with Amplitude Masks

Apodization can be performed by a pupil plane amplitudemask
(Conventional Pupil Apodization, or CPA), which can be contin-
uous (Jacquinot & Roisin-Dossier 1964; Nisenson & Papaliolios
2001; Gonsalves & Nisenson 2003; Aime 2005b) or binary
(Kasdin et al. 2003; Vanderbei et al. 2003a, 2003b, 2004; Aime
2005b). Apodization byMach-Zehnder type pupil plane interfer-
ometry was also suggested by Aime et al. (2001) to produce a
continuous apodization, but it is not explored in this work.
Within the CPA ‘‘family,’’ we adopt for our comparative study

a prolate spheroidal apodized pupil design (Slepian 1965; Aime

TABLE 1

Coronagraphs Able to Achieve 1010 PSF Contrast within 5k /d

Coronagraph Abbreviation Reference Design(s) Adopted

‘‘Interferometric’’ Coronagraphs

Achromatic Interferometric Coronagraph........................................... AIC Baudoz et al. (2000)

Common-Path Achromatic Interferometer-Coronagraph ................... CPAIC Tavrov et al. (2005) (=AIC)

Visible Nulling Coronagraph, X-Y shear (fourth-order null)a .......... VNC Mennesson et al. (2003) Shear distance =" 0.3 pupil radius

Pupil Swapping Coronagraph............................................................. PSC Guyon & Shao (2006) Shear distance =0.4 pupil diameter

Pupil Apodization

Conventional Pupil Apodization and Shaped-Pupilb ......................... CPA Kasdin et al. (2003) Prolatec (r ¼ 4:2k /d, 8% throughput)

Achromatic Pupil Phase Apodization................................................. PPA Yang & Kostinski (2004) " ¼ "2(x) þ "2( y); a ¼ 2; # ¼ 0:01
Phase Induced Amplitude Apodization Coronagraph........................ PIAAC Guyon (2003) Prolate apodization

Phase Induced Zonal Zernike Apodization ........................................ PIZZA Martinache (2004) Not simulated

Improvement on the Lyot Concept with Amplitude Masks

Apodized Pupil Lyot Coronagraph..................................................... APLC Soummer et al. (2003a, 2003b) r ¼ 1:8k /d
Apodized Pupil Lyot Coronagraph, N steps ...................................... APLCN Aime & Soummer (2004) (N, r) = (2, 1.4); (3, 1.2); (4, 1.0)

Band-limited, fourth-order a ................................................................ BL4 Kuchner & Traub (2002) sin4 intensity mask, # ¼ 0:21
Band-limited, eighth-order.................................................................. BL8 Kuchner et al. (2005) m ¼ 1, l ¼ 3, # ¼ 0:6

Improvement on the Lyot Concept with Phase Masks

Phase Mask ......................................................................................... PM Roddier & Roddier (1997) With mild prolate pupil apod.

4 Quadrant Phase Mask...................................................................... 4QPM Rouan et al. (2000)

Achromatic Phase Knife Coronagraph............................................... APKC Abe et al. (2001) (=4QPM)

Optical Vortex Coronagraph, topological charge m........................... OVCm Palacios (2005) m ¼ 2, 4, 6, 8

Angular Groove Phase Mask Coronagraph ....................................... AGPMC Mawet et al. (2005) (=OVC)

Optical Differentiation ........................................................................ ODC Oti et al. (2005) Mask: x ; exp% (x/10)2 d

a The Visible Nulling Coronagraph (VNC) and Band-limited fourth-order (BL4) coronagraphs belong to the same class of pupil-shearing fourth-order corona-
graphs, and are simply two ways of achieving the same result. They can be designed to have exactly the same performance. In this table, the VNC is chosen with a small
IWA and two orthogonal shear directions, while the BL4 is designed with a larger IWA and two shears in the same direction. To reflect this similarity, they are referred to
as VNC/BL4(1) for the small IWA option ( listed as VNC in this table) and VNC/BL4(2) for the large IWA option ( listed as BL4 in this table).

b The CPA design adopted here is a continuous apodization (rather than binary apodization/shaped pupil) that maximizes the radially averaged performance at
& 4k /d. More optimal designs exist in other conditions: CPA with high contrast at specific position angles for observations at & 3k /d or high throughput CPA for
observations at >4k /d.

c CPA, APLC, APLCN: r is the radius, in k /d, of the mask within which the circular prolate function is invariant to a Hankel transform. This parameter is half of
the mask diameter a defined in Soummer et al. (2003a).

d ODC: x is in k /d. Maximum mask transmission at 7k /d. Lyot pupil mask radius =0.85 times pupil radius.
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Guyon developed the idea of a ‘theoretical limit’ coronagraph

Guyon et al. (2006)

planet in the coronagraph. Pixels are then sorted in decreasing or-
der of Ip(x; y)/Is(x; y); for the first pixels in this sorted list, a large
fraction of the light collected originates from the planet, while the
last pixels of this list are dominated by starlight. The number n is
chosen such that, over the first n pixels of this list, the total starlight
collected is equal to the total planet light collected. This total
amount of planet light, divided by the flux in planet light that is
collected by the entrance aperture, is the useful throughput. We
note that if, on every pixel of the image, starlight exceeds planet
light, then the useful throughput will be zero.

3.2. Useful Throughput of Existing Coronagraph Designs

Figure 3 shows the useful throughput for the coronagraphs
listed in Table 1. For small angular separations (<1k /d ), the AIC
is the most efficient coronagraph, with a 50% useful throughput
at 0:5k /d. Based on our assumptions, the phase mask corona-
graphs (especially OVC2, PM, and 4QPM) and PIAA are the
best choices from 0:5k /d outward. Many coronagraphs in this
list never achieve a very high throughput because of strong en-

trance pupil apodization (CPA, APLC, and to a lesser degree
APLCN ), beam splitting (PSC, VNC), or pupil diaphragming
(VNC/BL4, BL8). The range of performance is very large: the
AIC offers an IWA about 8 times smaller than the CPA, and the
PIAA’s throughput is about 10 times the CPA’s throughput be-
yond 5k /d.
Many of the coronagraph designs studied in this paper were

developed in the last few years, and there is therefore hope that a
large number of other coronagraph designs will be discovered in
the near future. It is particularly interesting to wonder how much
of the upper left area of Figure 3 (high throughput at small an-
gular distance) can/will be accessed. In the following section, we
derive a fundamental limit of coronagraph throughput (shown in
Fig. 3) using a ‘‘universal’’ model of coronagraphs.

3.3. Theoretical Upper Limit for the Coronagraph Throughput

3.3.1. Coronagraph Model

We consider an optical system, shown in Figure 4, in which
light enters through a pupil (which may or may not be circular)

Fig. 4.—Algebraic representation of a coronagraph. As detailed in the text, the coronagraph can be represented by a complex unitary matrix U, which, when
multiplied by the entrance complex amplitude vector A, yields the output complex amplitudes B. The goal of the coronagraph is to efficiently isolate starlight is some
coefficients ofBwhile preserving as much of the companion’s light is the other coefficients ofB. The planet light useful for detection defines a subset! of coefficients in
vector B.

Fig. 3.—Throughput, at the 1010 contrast level, of the coronagraphs listed in Table 1 as a function of angular separation. On the left, the useful throughput has
been radially averaged for coronagraphs with ‘‘preferential’’ directions (BL4, BL8, 4QPM, ODC, VNC, and PSC). On the right, the peak throughput is shown,
assuming that the telescope orientation is optimal. The theoretical limit derived in x 3.3 is shown in red. The central source is assumed here to be monochromatic and
infinitely small.
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…but nearby stars are not point sources
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VNC/BL4(2) and PIAAC, which are relatively insensitive to
angular size, lose throughput at small angular separations in the
0:1k /d radius case.

The CPA and BL8 stand out as being extremely robust to stel-
lar angular size: their throughput curves are almost identical from
0 to 0:1k /d stellar radius. The CPA owes its relative immunity to
tip-tilt errors to the field-invariance of its PSF. The sensitivity of
the BL8 to tip-tilt errors was studied in detail by Shaklan &Green
(2005), who also find that the BL8 can tolerate relatively high
levels of focus, coma, and astigmatism.

Direct comparison between Figures 3 and 7 shows a very dis-
appointing result: the best coronagraphs in the point source case
(AIC, PM, 4QPM,OVC2) all perform very poorly when the stel-
lar angular size is considered. Increasing the stellar size from 0k/d
to 0.01k/d has moved the smallest angular separation at which
50% throughput is reached from 0.5k/d (for the AIC) to slightly
more than 2k /d (for the PIAA). Is this behavior imposed by
fundamental physics and therefore unavoidable? Or is there hope
to find a low-IWA coronagraph that is not so dramatically sensi-
tive to stellar angular size?

4.2. Throughput Limit Imposed by Stellar Angular Size

In this section,we quantify how the angular extent of the source
affects the coronagraph throughput. We assume that the corona-
graph is observing a disk of uniform surface brightness and an-
gular radius rs. Using the same framework as in x 3.3, the star is
now modeled by a series of vectors Ak ¼ A(!k), where the !k

values are uniformly distributed on the stellar disk (j!k j< rs) and
k ¼ 0 : : : Ns " 1. An orthonormal base can be built from the
vectors Ak with the following process:

1. The vector Mi (i ¼ 0 initially) of this base is chosen to be
colinear with the vector Ak with the highest norm.

2. All vectors Ak are replaced by their projection on a hyper-
plane perpendicular to Mi.

3. i is incremented, and we return to step 1 with the new
vectors Ak .

This algorithm ensures that, in the orthonormal base obtained,
the coefficients of the vectors Ak decrease very rapidly. We de-
note mi, i ¼ 0 : : : N " 1 the maximum absolute value of the
coefficient i in this new base across all Ak . The 2D represen-
tation of the first five vectors Mi are shown in Figure 8. The
same modes can be obtained by linear expansion of the pupil
complex amplitude e i(xuþyv) for small values of u and v [here
pupil plane coordinates are (x,y) and point source angular co-
ordinates on the sky are (u, v)].

As previously shown, a coronagraph that needs to cancel the
light across the stellar disk can be represented by a vector C of
norm1.We denote ci, i ¼ 0 : : : N " 1 the coefficients of C in the
new base of modes Mi. To ensure that the coronagraph cancels
the light of the star by a factor ", the following constraint on each
ci can be imposed:

jcij <
ffiffi
"

p
=mi: ð6Þ

This constraint is not rigorously equivalent to stating that the
integrated starlight transmitted by the coronagraph is smaller
than ", but we have verified numerically that it yields a stellar
throughput that is in most cases within 20% of ". This can be
explained by the very rapid decrease ofmi with i (especially for

Fig. 7.—Same as Fig. 3, but with an extended central source (top: 0.01k /d radius disk; bottom: 0.1k /d radius disk).
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VNC/BL4(2) and PIAAC, which are relatively insensitive to
angular size, lose throughput at small angular separations in the
0:1k /d radius case.

The CPA and BL8 stand out as being extremely robust to stel-
lar angular size: their throughput curves are almost identical from
0 to 0:1k /d stellar radius. The CPA owes its relative immunity to
tip-tilt errors to the field-invariance of its PSF. The sensitivity of
the BL8 to tip-tilt errors was studied in detail by Shaklan &Green
(2005), who also find that the BL8 can tolerate relatively high
levels of focus, coma, and astigmatism.

Direct comparison between Figures 3 and 7 shows a very dis-
appointing result: the best coronagraphs in the point source case
(AIC, PM, 4QPM,OVC2) all perform very poorly when the stel-
lar angular size is considered. Increasing the stellar size from 0k/d
to 0.01k/d has moved the smallest angular separation at which
50% throughput is reached from 0.5k/d (for the AIC) to slightly
more than 2k /d (for the PIAA). Is this behavior imposed by
fundamental physics and therefore unavoidable? Or is there hope
to find a low-IWA coronagraph that is not so dramatically sensi-
tive to stellar angular size?

4.2. Throughput Limit Imposed by Stellar Angular Size

In this section,we quantify how the angular extent of the source
affects the coronagraph throughput. We assume that the corona-
graph is observing a disk of uniform surface brightness and an-
gular radius rs. Using the same framework as in x 3.3, the star is
now modeled by a series of vectors Ak ¼ A(!k), where the !k

values are uniformly distributed on the stellar disk (j!k j< rs) and
k ¼ 0 : : : Ns " 1. An orthonormal base can be built from the
vectors Ak with the following process:

1. The vector Mi (i ¼ 0 initially) of this base is chosen to be
colinear with the vector Ak with the highest norm.

2. All vectors Ak are replaced by their projection on a hyper-
plane perpendicular to Mi.

3. i is incremented, and we return to step 1 with the new
vectors Ak .

This algorithm ensures that, in the orthonormal base obtained,
the coefficients of the vectors Ak decrease very rapidly. We de-
note mi, i ¼ 0 : : : N " 1 the maximum absolute value of the
coefficient i in this new base across all Ak . The 2D represen-
tation of the first five vectors Mi are shown in Figure 8. The
same modes can be obtained by linear expansion of the pupil
complex amplitude e i(xuþyv) for small values of u and v [here
pupil plane coordinates are (x,y) and point source angular co-
ordinates on the sky are (u, v)].

As previously shown, a coronagraph that needs to cancel the
light across the stellar disk can be represented by a vector C of
norm1.We denote ci, i ¼ 0 : : : N " 1 the coefficients of C in the
new base of modes Mi. To ensure that the coronagraph cancels
the light of the star by a factor ", the following constraint on each
ci can be imposed:

jcij <
ffiffi
"

p
=mi: ð6Þ

This constraint is not rigorously equivalent to stating that the
integrated starlight transmitted by the coronagraph is smaller
than ", but we have verified numerically that it yields a stellar
throughput that is in most cases within 20% of ". This can be
explained by the very rapid decrease ofmi with i (especially for

Fig. 7.—Same as Fig. 3, but with an extended central source (top: 0.01k /d radius disk; bottom: 0.1k /d radius disk).

CORONAGRAPHY 89No. 1, 2006



Mawet et al. (2012) SPIE Review paper

We now focus on a much smaller family which can give high 
contrast at IWA of less than 5 diffraction widths

OVC

Small IWA
Coronagraphs

Phase 
masks
+hybrid 

(amplitude/
phase)

Phase/
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apodization
(+ mask)

Interferometers

DPM DZPM FQPM
8OPM CIAAPCMLCPIAAC PIAACMC VNCAPP PFNHBL

Figure 4. The family tree of small-angle coronagraphs (representative cases included). DPM: disk phase mask. DZPM:
dual zone phase mask. FQPM/8OPM: four-quadrant phase mask, 8 octant phase mask. OVC: optical vortex corona-
graph. HBL: hybrid band-limited. PIAAC: phase induced amplitude apodization. APP: apodizing phase plate. CIA:
“coronagraphe interferentiel achromatique”. VNC: visible nuller coronagraph. PFN: Palomar fiber nuller. Common to
all these concepts is some sort of phase manipulation, either in the focal plane or in the pupil plane, or both. Three
main families can be pointed out: phase masks, phase/amplitude pupil apodization + focal plane masks (phase and/or
amplitude), and interferometers.

letting more of the off-axis signal through them. The IWA of the DPM would be close to the diffraction limit.
However, the DPM was plagued by two major weaknesses related to chromatic effects: chromaticity of the π phase
shift and of the fixed radius of the phase mask vs the wavelength-dependent radius of the PSF. Chromaticity
is undoubtedly the Achilles heel of this new family of coronagraphs, even though multiple solutions have been
worked out over the years. For instance, the four-quadrant phase-mask (FQPM36) was especially invented to
permanently solve the radial chromaticity of the DPM by introducing azimuthal phase modulation to replace
the radial modulation of the DPM. Later on the optical vortex coronagraph (OVC10) extended this concept
further by making the azimuthal modulation completely smooth. In the meantime, the dual-zone phase mask
was introduced (DZPM37) to compensate for the phase and size chromaticism of the DPM by adding complexity
(degrees of freedom) to the radial modulation.

The concept of loss-less pupil apodization through phase remapping, or phase-induced amplitude apodiza-
tion (PIAA38, 39) was introduced at about the same time as the wave of new phase masks. It is remarkable
as it provides ultimate theoretical answers to both the IWA and throughput drawbacks of classical apodized
coronagraphs.40 The family of phase pupil remappers is also quite large and not limited to the specific PIAA
development. For instance, let us emphasize the successful implementation of the apodizing phase plates (APP)
at the MMT41 and NACO.42

Finally, note that the hybrid band-limited (HBL) coronagraph makes use of both amplitude and phase
modulation,43 which allows it to also access smaller angles (1λ/d is in theory feasible with a second-order HBL,
but at the expense of significant throughput losses). The HBL coronagraph currently holds the world record of
the deepest and broadest (in terms of bandwidth) demonstrated contrast level in the lab, down to an IWA of
3λ/d (Sect. 6).

3.2 Wavefront control of low-order aberrations

Because of their intrinsic small IWA, all the coronagraphs above are inevitably sensitive to low-order aberrations
(tip-tilt, focus, astigmatism, coma, etc.), which leak directly around the mask center to mimic off-axis signal.
Symmetric leakage, for very small asymmetric aberrations or symmetric aberrations (e.g. focus), mimics signal
from a putative circumstellar disk while asymmetric leakage, such as with larger decentering, mimics off-axis
companions (residuals in Fig. 2 are the clear demonstration of the detrimental effects of low-order aberrations
leakage).

One obvious way to prevent the leakage in the first place is to control these aberrations down to equivalent
contrast levels set by the science requirements. Of course, this is easier said than done, mostly because measuring
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studied, and the technical feasibility of the technique is dis-
cussed in Sect. 5.

2. Description of the technique

2.1. Overview
The general principle of the Phase Induced Amplitude
Apodization (PIAA) technique is illustrated in Fig. 1. In a clas-
sical telescope, the shape and distribution of light intensity
across the pupil is preserved by the reflective optical elements,
and only a focus phase term is introduced to form the image on
the detector. For clarity, in Fig. 1, this focus phase term is rep-
resented by a separate optical element, and consequently, the
primary and secondary mirrors’ sole function is to reduce the
physical size of the beam. To obtain an “apodized” pupil with
a telescope, a transmissive mask can be placed in a pupil plane
(where the wavefronts are flat) as shown in Fig. 1. The PIAA
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Fig. 1. Schematic representation of the Classical Pupil Apodization
(CPA) technique (top) and the Phase Induced Amplitude Apodization
(PIAA) technique (bottom).

technique uses phase aberrations in two mirrors to produce an
apodized pupil. In Fig. 1, the PIAA technique is shown with the
primary and secondary mirrors of the telescope used to gener-
ate the desired apodized pupil. Two reflections are needed to
transform the PIAA entrance pupil into the PIAA exit pupil,
which has simultaneously the desired light amplitude distribu-
tion and a flat wavefront (aberration-free).

In the PIAA optical design represented in Fig. 1, the role
of the primary mirror is mainly to modify the light distribution
across the pupil, while the secondary mirror is used mostly to
correct the phase aberrations introduced by the primary mirror.
These two separate functions are in reality somewhat shared
between the two optical elements. As shown in Fig. 1, the PIAA
technique can be used to remove the central obstruction from
the pupil.

The PIAA technique is similar to the beam shaping tech-
niques developed to modify laser beam profiles (Shealy 2002).
A similar apodization can also be produced by a secondary mir-
ror designed to correct the spherical aberration of a primary
mirror (Goncharov & Puryayev 2002).

If reflective optics are used (mirrors), the apodized pupil
formed by the PIAA technique is perfectly achromatic. This
achromaticity is simply due to the achromaticity of the geo-
metric laws of reflection on a mirror. Because the PIAA op-
tics maintain a zero optical pathlength difference across the
pupil (see Sect. 2.2.1), the PIAA technique does not intro-
duce phase aberrations, regardless of the wavelength consid-
ered. Therefore, the PSF obtained by a PIAA telescope, except
for a wavelength proportional scaling factor, is identical at all
wavelengths.

2.2. Computing the mirror shapes

2.2.1. Circular-symmetric pupils

In this section, a geometric method is given to compute the
shape of the two mirrors needed to transform any given circular
symmetric entrance pupil into the desired circular symmetric
exit pupil. Both pupils are free from phase aberrations and are
entirely characterized by their radial light distributions, f 1(r)
and f2(r) respectively. The total light flux F is conserved in
the PIAA:

2π
∫ R1

0
r f1(r) dr = 2π

∫ R2

0
r f2(r) dr = F (1)

where R1 and R2 are the radius of the primary and secondary
mirrors, respectively.

The first step of the geometric construction is to establish
a correspondence between the radius in the entrance pupil and
the radius in the exit pupil: for a light ray entering the entrance
pupil at a radius r1, what is the radius r2 at which this light ray
is exiting the exit pupil? This problem is solved by measuring
the total flux of the entrance pupil enclosed inside the radius r 1,
and choosing r2 such that this flux equals the total flux of the
exit pupil enclosed inside r2:

2π
∫ r1

0
r f1(r) dr = 2π

∫ r2

0
r f2(r) dr = t × F (2)
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studied, and the technical feasibility of the technique is dis-
cussed in Sect. 5.

2. Description of the technique

2.1. Overview
The general principle of the Phase Induced Amplitude
Apodization (PIAA) technique is illustrated in Fig. 1. In a clas-
sical telescope, the shape and distribution of light intensity
across the pupil is preserved by the reflective optical elements,
and only a focus phase term is introduced to form the image on
the detector. For clarity, in Fig. 1, this focus phase term is rep-
resented by a separate optical element, and consequently, the
primary and secondary mirrors’ sole function is to reduce the
physical size of the beam. To obtain an “apodized” pupil with
a telescope, a transmissive mask can be placed in a pupil plane
(where the wavefronts are flat) as shown in Fig. 1. The PIAA
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Fig. 1. Schematic representation of the Classical Pupil Apodization
(CPA) technique (top) and the Phase Induced Amplitude Apodization
(PIAA) technique (bottom).

technique uses phase aberrations in two mirrors to produce an
apodized pupil. In Fig. 1, the PIAA technique is shown with the
primary and secondary mirrors of the telescope used to gener-
ate the desired apodized pupil. Two reflections are needed to
transform the PIAA entrance pupil into the PIAA exit pupil,
which has simultaneously the desired light amplitude distribu-
tion and a flat wavefront (aberration-free).

In the PIAA optical design represented in Fig. 1, the role
of the primary mirror is mainly to modify the light distribution
across the pupil, while the secondary mirror is used mostly to
correct the phase aberrations introduced by the primary mirror.
These two separate functions are in reality somewhat shared
between the two optical elements. As shown in Fig. 1, the PIAA
technique can be used to remove the central obstruction from
the pupil.

The PIAA technique is similar to the beam shaping tech-
niques developed to modify laser beam profiles (Shealy 2002).
A similar apodization can also be produced by a secondary mir-
ror designed to correct the spherical aberration of a primary
mirror (Goncharov & Puryayev 2002).

If reflective optics are used (mirrors), the apodized pupil
formed by the PIAA technique is perfectly achromatic. This
achromaticity is simply due to the achromaticity of the geo-
metric laws of reflection on a mirror. Because the PIAA op-
tics maintain a zero optical pathlength difference across the
pupil (see Sect. 2.2.1), the PIAA technique does not intro-
duce phase aberrations, regardless of the wavelength consid-
ered. Therefore, the PSF obtained by a PIAA telescope, except
for a wavelength proportional scaling factor, is identical at all
wavelengths.

2.2. Computing the mirror shapes

2.2.1. Circular-symmetric pupils

In this section, a geometric method is given to compute the
shape of the two mirrors needed to transform any given circular
symmetric entrance pupil into the desired circular symmetric
exit pupil. Both pupils are free from phase aberrations and are
entirely characterized by their radial light distributions, f 1(r)
and f2(r) respectively. The total light flux F is conserved in
the PIAA:

2π
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0
r f1(r) dr = 2π

∫ R2

0
r f2(r) dr = F (1)

where R1 and R2 are the radius of the primary and secondary
mirrors, respectively.

The first step of the geometric construction is to establish
a correspondence between the radius in the entrance pupil and
the radius in the exit pupil: for a light ray entering the entrance
pupil at a radius r1, what is the radius r2 at which this light ray
is exiting the exit pupil? This problem is solved by measuring
the total flux of the entrance pupil enclosed inside the radius r 1,
and choosing r2 such that this flux equals the total flux of the
exit pupil enclosed inside r2:
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0
r f1(r) dr = 2π
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0
r f2(r) dr = t × F (2)
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Fig. 5. Degradation of the PSF quality with distance to the optical axis
for the example studied in Sect. 2.3. The brightness scale is linear and
identical for all images.

optical axis. As a result, the image of an off-axis source is ob-
tained by translation of the image of an on-axis source.

The PIAA technique redistributes the complex amplitude of
the light in the entrance pupil to form the PIAA exit pupil. The
incoming wavefront of an on-axis point source is flat and its
phase is constant across the pupil, and because the PIAA does
not introduce phase aberration, this property is still true in the
PIAA exit pupil. However, the geometric redistribution of light
between the entrance pupil and the exit pupil of the PIAA does
not preserve the constant phase slope of a wavefront from an
off-axis source. The PSF is therefore not translation-invariant
as shown in Fig. 5: the PSF becomes less concentrated for off-
axis sources.

This effect does not affect the performance of a PIAA im-
ager for detection of ETPs within a few times λ/d because the
loss of PSF quality is moderate to small in this central region,
and the image of the star (defined by the PSF of an on-axis
source) remains very contrasted (contrast better than 10 9 at
2× λ/d in the example considered). However, wide field imag-
ing performance of the PIAA imager is seriously affected by
this effect. In the particular example studied, the point source
detection limit for planets at large angular separation would be
affected, especially in the presence of a strong background (ex-
ozodiacal light for example).

3.2. Extending the field of view of the PIAA imager
The first solution to the field of view problem is to carefully
choose the light distribution of the PIAA exit pupil to main-
tain a bright, sharp and contrasted PSF core even at large an-
gular separations from the optical axis. This can be done by
imposing additional constraints in the iterative algorithm used

to compute f2(r) (see Sect. 4.1), in order to minimize the mis-
match between f1(r) and f2(r). For example, if the entrance
pupil of the PIAA is an unobstructed disk, as much of the
light in the PIAA exit pupil as possible should be within a
large “flat” central part of f2(r): this “flat” part will produce
a bright and sharp diffraction core while the wings of f 2 will
be used to cancel the diffraction and yield a very contrasted
on-axis PSF.

A hybrid CPA/PIAA optical configuration is also possible.
For example, the central part of the f2 function can be obtained
by classical apodization while the wings of the f2 function
are obtained by the PIAA technique. This hybrid configuration
would extend the field of view at the expense of a loss of light.

3.3. Use as a coronagraph

The PIAA entrance pupil (telescope pupil) offers a wide field
of view but a low contrast PSF, while the PIAA exit pupil offers
a good contrast PSF but a small field of view. It is possible to
combine the advantages of these two pupils by taking advan-
tage of the PSF obtained by the PIAA exit pupil (apodized) to
mask the central source and then restore the original pupil (tele-
scope pupil) before forming the final image. Figure 6 illustrates
this optical configuration.

telescope 
entrance pupil
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PIAA coronagraph

imaging

occulting mask

Fig. 6. Schematic representation of the PIAA coronagraph.

If the occulting mask is removed, the effect of the 4 mir-
rors cancel each other and the PIAA coronagraph exit pupil is
identical to the telescope entrance pupil. The PSF is therefore
translation-invariant and of good quality across a wide field of
view. An off-axis source is not affected by the occulting mask
because its image misses the small mask in the first focal plane,
but the central source’s light is blocked by the occulting mask,
whose size is chosen to match the size of the on-axis PSF.

The optical quality requirements are much more strict for
the two mirrors before the mask than after the mask: the PSF
wings must be kept very faint at the first focal plane. Therefore,
the addition of two extra optical elements to build a PIAA coro-
nagraph does not pose serious difficulties, and the wavefront
accuracy for these two mirrors can be as low as λ/10 without
significant loss of performance.

This technique is very similar to the coronagraphic tech-
nique used in the interferometer concept studied by Guyon &
Roddier (2002), where pupil densification (Labeyrie 1996) is
used to first adapt the interferometer’s sparse pupil to a corona-
graph, and pupil redilution is then used to restore the entrance’s
pupil shape. This later step is essential to restore the wide field
of view that is lost in the pupil densification process.
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optical axis. As a result, the image of an off-axis source is ob-
tained by translation of the image of an on-axis source.

The PIAA technique redistributes the complex amplitude of
the light in the entrance pupil to form the PIAA exit pupil. The
incoming wavefront of an on-axis point source is flat and its
phase is constant across the pupil, and because the PIAA does
not introduce phase aberration, this property is still true in the
PIAA exit pupil. However, the geometric redistribution of light
between the entrance pupil and the exit pupil of the PIAA does
not preserve the constant phase slope of a wavefront from an
off-axis source. The PSF is therefore not translation-invariant
as shown in Fig. 5: the PSF becomes less concentrated for off-
axis sources.

This effect does not affect the performance of a PIAA im-
ager for detection of ETPs within a few times λ/d because the
loss of PSF quality is moderate to small in this central region,
and the image of the star (defined by the PSF of an on-axis
source) remains very contrasted (contrast better than 10 9 at
2× λ/d in the example considered). However, wide field imag-
ing performance of the PIAA imager is seriously affected by
this effect. In the particular example studied, the point source
detection limit for planets at large angular separation would be
affected, especially in the presence of a strong background (ex-
ozodiacal light for example).

3.2. Extending the field of view of the PIAA imager
The first solution to the field of view problem is to carefully
choose the light distribution of the PIAA exit pupil to main-
tain a bright, sharp and contrasted PSF core even at large an-
gular separations from the optical axis. This can be done by
imposing additional constraints in the iterative algorithm used

to compute f2(r) (see Sect. 4.1), in order to minimize the mis-
match between f1(r) and f2(r). For example, if the entrance
pupil of the PIAA is an unobstructed disk, as much of the
light in the PIAA exit pupil as possible should be within a
large “flat” central part of f2(r): this “flat” part will produce
a bright and sharp diffraction core while the wings of f 2 will
be used to cancel the diffraction and yield a very contrasted
on-axis PSF.

A hybrid CPA/PIAA optical configuration is also possible.
For example, the central part of the f2 function can be obtained
by classical apodization while the wings of the f2 function
are obtained by the PIAA technique. This hybrid configuration
would extend the field of view at the expense of a loss of light.

3.3. Use as a coronagraph

The PIAA entrance pupil (telescope pupil) offers a wide field
of view but a low contrast PSF, while the PIAA exit pupil offers
a good contrast PSF but a small field of view. It is possible to
combine the advantages of these two pupils by taking advan-
tage of the PSF obtained by the PIAA exit pupil (apodized) to
mask the central source and then restore the original pupil (tele-
scope pupil) before forming the final image. Figure 6 illustrates
this optical configuration.
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Fig. 6. Schematic representation of the PIAA coronagraph.

If the occulting mask is removed, the effect of the 4 mir-
rors cancel each other and the PIAA coronagraph exit pupil is
identical to the telescope entrance pupil. The PSF is therefore
translation-invariant and of good quality across a wide field of
view. An off-axis source is not affected by the occulting mask
because its image misses the small mask in the first focal plane,
but the central source’s light is blocked by the occulting mask,
whose size is chosen to match the size of the on-axis PSF.

The optical quality requirements are much more strict for
the two mirrors before the mask than after the mask: the PSF
wings must be kept very faint at the first focal plane. Therefore,
the addition of two extra optical elements to build a PIAA coro-
nagraph does not pose serious difficulties, and the wavefront
accuracy for these two mirrors can be as low as λ/10 without
significant loss of performance.

This technique is very similar to the coronagraphic tech-
nique used in the interferometer concept studied by Guyon &
Roddier (2002), where pupil densification (Labeyrie 1996) is
used to first adapt the interferometer’s sparse pupil to a corona-
graph, and pupil redilution is then used to restore the entrance’s
pupil shape. This later step is essential to restore the wide field
of view that is lost in the pupil densification process.
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optical axis. As a result, the image of an off-axis source is ob-
tained by translation of the image of an on-axis source.

The PIAA technique redistributes the complex amplitude of
the light in the entrance pupil to form the PIAA exit pupil. The
incoming wavefront of an on-axis point source is flat and its
phase is constant across the pupil, and because the PIAA does
not introduce phase aberration, this property is still true in the
PIAA exit pupil. However, the geometric redistribution of light
between the entrance pupil and the exit pupil of the PIAA does
not preserve the constant phase slope of a wavefront from an
off-axis source. The PSF is therefore not translation-invariant
as shown in Fig. 5: the PSF becomes less concentrated for off-
axis sources.

This effect does not affect the performance of a PIAA im-
ager for detection of ETPs within a few times λ/d because the
loss of PSF quality is moderate to small in this central region,
and the image of the star (defined by the PSF of an on-axis
source) remains very contrasted (contrast better than 10 9 at
2× λ/d in the example considered). However, wide field imag-
ing performance of the PIAA imager is seriously affected by
this effect. In the particular example studied, the point source
detection limit for planets at large angular separation would be
affected, especially in the presence of a strong background (ex-
ozodiacal light for example).

3.2. Extending the field of view of the PIAA imager
The first solution to the field of view problem is to carefully
choose the light distribution of the PIAA exit pupil to main-
tain a bright, sharp and contrasted PSF core even at large an-
gular separations from the optical axis. This can be done by
imposing additional constraints in the iterative algorithm used

to compute f2(r) (see Sect. 4.1), in order to minimize the mis-
match between f1(r) and f2(r). For example, if the entrance
pupil of the PIAA is an unobstructed disk, as much of the
light in the PIAA exit pupil as possible should be within a
large “flat” central part of f2(r): this “flat” part will produce
a bright and sharp diffraction core while the wings of f 2 will
be used to cancel the diffraction and yield a very contrasted
on-axis PSF.

A hybrid CPA/PIAA optical configuration is also possible.
For example, the central part of the f2 function can be obtained
by classical apodization while the wings of the f2 function
are obtained by the PIAA technique. This hybrid configuration
would extend the field of view at the expense of a loss of light.

3.3. Use as a coronagraph

The PIAA entrance pupil (telescope pupil) offers a wide field
of view but a low contrast PSF, while the PIAA exit pupil offers
a good contrast PSF but a small field of view. It is possible to
combine the advantages of these two pupils by taking advan-
tage of the PSF obtained by the PIAA exit pupil (apodized) to
mask the central source and then restore the original pupil (tele-
scope pupil) before forming the final image. Figure 6 illustrates
this optical configuration.
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Fig. 6. Schematic representation of the PIAA coronagraph.

If the occulting mask is removed, the effect of the 4 mir-
rors cancel each other and the PIAA coronagraph exit pupil is
identical to the telescope entrance pupil. The PSF is therefore
translation-invariant and of good quality across a wide field of
view. An off-axis source is not affected by the occulting mask
because its image misses the small mask in the first focal plane,
but the central source’s light is blocked by the occulting mask,
whose size is chosen to match the size of the on-axis PSF.

The optical quality requirements are much more strict for
the two mirrors before the mask than after the mask: the PSF
wings must be kept very faint at the first focal plane. Therefore,
the addition of two extra optical elements to build a PIAA coro-
nagraph does not pose serious difficulties, and the wavefront
accuracy for these two mirrors can be as low as λ/10 without
significant loss of performance.

This technique is very similar to the coronagraphic tech-
nique used in the interferometer concept studied by Guyon &
Roddier (2002), where pupil densification (Labeyrie 1996) is
used to first adapt the interferometer’s sparse pupil to a corona-
graph, and pupil redilution is then used to restore the entrance’s
pupil shape. This later step is essential to restore the wide field
of view that is lost in the pupil densification process.
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Fig. 7.—Radial profiles of the PSF (solid line), the FQPM image (dashed line), and the Lyot image (dotted line) with a full undersized (left) and an apodized
stop (right). With the FQPM, the apodized stop allows a larger contrast than the PSF up to 0!.4, instead of 0!.2 with the full undersized stop. Vertical lines indicate
the blind zone of the Lyot coronagraph, owing to the opaque mask.

Fig. 8.—Images of the pupil through the full undersized stop (left) and the
apodized stop (right). The telescope and NACO pupil are misaligned by 5.7%
of the full diameter.

star than the Lyot. The FQPM profile is formed by a diffraction
residual at (caused by the residual tip-tilt), and then thel/D
halo is mostly parallel to the wings of the PSF, since it is
dominated by speckle noise. The Lyot profile is always dom-
inated by the speckled halo at any separation. However, at the
angular radius achievable with the Lyot, both coronagraphs are
equivalent in terms of contrast. Nevertheless, for large radii,
the Lyot allows deeper integration, since more stellar flux is
removed from the center, thus reducing the impact of the read-
out noise. The use of an apodized stop improves the central
peak attenuation by a factor of about 2.2 and 1.7 on average,
respectively, for the FQPM and the Lyot. Improvement is larger
for the FQPM than for the Lyot, because the secondary mirror
diffracts much more inside the pupil with a FQPM. Figure 8
shows the images of the two stops we used. The apodized stop

has two positive effects: it reduces the background from the
secondary mirror, and it blocks the diffraction around the pupil
edges (secondary mirror, spiders) when a coronagraph is in use.
In practice, the use of such a stop requires control of the align-
ment of the telescope pupil, especially close to zenith (pupil
rotation is faster). However, the apodized stops do not match
the pupil perfectly, because the NACO pupil is shifted by about
5.7% of its diameter with respect to that of the telescope. Re-
cently, a baffle has been added to the secondary support of
UT4, making the apodized stops less efficient, since the pupil
matching is even less perfect.

4. SCIENCE VERIFICATION
4.1. Binary Stars
Binary stars are among the most demonstrative objects for

high-contrast coronagraphs like the FQPM. Targets were se-
lected from the Hipparcos Catalogue (Perryman et al. 1997).
Binary stars were chosen with an angular separation ranging
between 0!.1 and 0!.4, which corresponds to the inaccessible
area for the Lyot coronagraph. The brightness ratio between
the primary and the secondary is lower than 3 mag in the
visible. The brightness ratio in the near-infrared is unpredict-
able, since the spectral type of each component is unknown.

4.1.1. HIP 1306

HIP 1306 is classified as a binary star that turned out to be
a triple object in our data, although we do not have evidence
of a physical link with the third component. It was observed

Boccaletti (2004) PASP 116 1061
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Fig. 2.—Radial attenuation of an off-axis object as measured on a natural star (left) and on the fiber (right), moved along a line 35! from one quadrant border.
The solid line represents a smooth fit to the data; the dotted and dashed lines are theoretical attenuations at 45! and 35!, respectively. The error bars indicate the
uncertainty of the data-curve normalization with respect to the theoretical curves. Data were obtained with a filter and 13 mas pixel!1 sampling.Ks

Fig. 3.—Two-quadrant (left) and four-quadrant (right) images of residuals
for HD 32305 obtained in the band. The intensity scale is not identical onKs

both images. For comparison, the PSF peak attenuation is 3.9 on the two-
quadrant image and 8.1 on the four-quadrant image.

Fig. 4.—Flat field of the detector with the filter and a sampling of 13Ks

mas pixel!1 (left) and flat field obtained with the FQPM (right). Note the trace
of the quadrant transition.

they could be dust particles that filtered into CONICA during
implementation. Ideally, flat-field correction should include the
features observed on the mask. However, in real conditions the
focal plane is not stable on the detector; it moves because of
flexures in the optics during observations. So the flat-field cor-
rection that includes FQPM features is efficient only on short
observations (lasting a few minutes), but definitely not on long
ones (∼1 hr). However, a flat field with the FQPM in the beam
is always needed to find the center of the mask and to perform
target centering at the beginning of each target observation.

3. PERFORMANCE
3.1. Theoretical Performance
The most convenient parameter for comparing actual and

theoretical performance is the total rejection of a coronagraph,
since it can be written analytically. At the first order, total
rejection is simply given by (Riaud et al. 2003), where24/df
is the amplitude of the phase aberrations. The total rejectiondf

corresponds to the ratio of the star intensity without the FQPM
to that of the star with the coronagraph. In the data, we mea-
sured a total rejection ranging between 2 and 4 for a coherent
energy ( ) between 0.2 and 0.4. These values are in2!dfE ≈ ecPSF with 2 and 4 Quadrant Mask

Boccaletti 2004 PASP
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both images. For comparison, the PSF peak attenuation is 3.9 on the two-
quadrant image and 8.1 on the four-quadrant image.

Fig. 4.—Flat field of the detector with the filter and a sampling of 13Ks

mas pixel!1 (left) and flat field obtained with the FQPM (right). Note the trace
of the quadrant transition.

they could be dust particles that filtered into CONICA during
implementation. Ideally, flat-field correction should include the
features observed on the mask. However, in real conditions the
focal plane is not stable on the detector; it moves because of
flexures in the optics during observations. So the flat-field cor-
rection that includes FQPM features is efficient only on short
observations (lasting a few minutes), but definitely not on long
ones (∼1 hr). However, a flat field with the FQPM in the beam
is always needed to find the center of the mask and to perform
target centering at the beginning of each target observation.

3. PERFORMANCE
3.1. Theoretical Performance
The most convenient parameter for comparing actual and

theoretical performance is the total rejection of a coronagraph,
since it can be written analytically. At the first order, total
rejection is simply given by (Riaud et al. 2003), where24/df
is the amplitude of the phase aberrations. The total rejectiondf

corresponds to the ratio of the star intensity without the FQPM
to that of the star with the coronagraph. In the data, we mea-
sured a total rejection ranging between 2 and 4 for a coherent
energy ( ) between 0.2 and 0.4. These values are in2!dfE ≈ ec

Problems: PSF has blank edges
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Fig. 9.—HIP 1306 PSF (left) and FQPM image (right). The exposure time
is 60 s for the coronagraphic image and 4 s for the PSF. Not a linear intensity
scale ( ). FOV is 1!.25. North is up.0.5I

Fig. 10.—HIP 27758 PSF (left) and FQPM image (right). The exposure
time is 80 s for the coronagraphic image. Not a linear intensity scale ( ).0.5I
FOV is 1!.25. North is up.

with the IB2.18 ( mm, ) filter with a fulll p 2.18 l/Dl p 36
undersized stop. The Strehl ratio with AO compensation was
about 28% (seeing 0!.9). The angular separations of components
are 0!.128 and 1!.075 (Fig. 9). The closer companion photometry
is strongly affected by the FQPM but can be recovered using the
FQPM radial attenuation (Fig. 2). Brightness ratios measured on
the FQPM image are respectively 1.6 and 3.5 mag, once corrected
for FQPM attenuation. Although the companion is already de-
tectable on direct imaging, the signal-to-noise ratio is definitely
improved with the coronagraph at close radii, since the contrast
is better, and at large radii because integration is deeper.

4.1.2. HIP 27758
The binary star HIP 27758 was observed with the IB2.12

( mm, ) filter with a full undersized stopl p 2.12 l/Dl p 35
and a large seeing of 1!.4–1!.6 so that the Strehl ratio after
closing the AO loop was about 25.5%. The secondary com-
ponent was already visible on the noncoronagraphic image, as
seen in Figure 10. The angular separation measured on the
coronagraphic image ( ) does not match the sepa-r p 0!.169
ration in the noncoronagraphic image ( ), which isr p 0!.092
closer to the Hipparcos value ( ). Actually, since ther p 0!.097
companion is clearly visible on the coronagraphic image, it
strongly affects our centering ability, and that probably explains
this discrepancy. The jitter was also quite large, and the com-
panion intensity fluctuated a lot on individual exposures so that
on average its brightness was fainter. The corrected photometry
gives a star-to-companion brightness ratio of 2.3 (0.92 mag),
in agreement with the measurement for the unocculted image.

4.2. Circumstellar Disks
In the past few years, several circumstellar disks around

relatively young stars have been discovered, thanks to the ca-
pabilities of Lyot coronagraphs both in space and on the ground
(Smith & Terrile 1984; Jayawardhana et al. 1998; Augereau et
al. 1999). We revisited some of these objects on 2004 April 7
and 8 to probe the very close environment of these young
massive stars (HD 100546, HD 141569, and HR 4796). No
additional structures were observed at close radii, putting some

new constraints on the dust distribution. Some well-known
features were marginally detected. Other Herbig AeBe stars
featuring far-IR excess were observed, but no circumstellar
emissions were detected (HD 149914, HD 169142 and HD
100543). Below, we present the results for the star HD 100546.
HD 100546 ( , ) was observed on 2004V p 6.7 K p 5.4

April 7 with the IB2.18 filter. The total integration time was
480 s for the object and the calibrator star to be subtracted out.
To preserve the pupil orientation, the calibrator was selected
at the same declination, with a R.A. difference of 1 hr (assum-
ing 1 hr of telescope time per target), so that the parallactic
angle was comparable to the one for the target star. The disk,
which was previously observed by Augereau et al. (2001) with
the Hubble Space Telescope (HST), was detected with the
FQPM as an extended emission with no particular structures
from about 0!.5 out to 1!.62 (Fig. 11). Using the outer edge of
the detected disk, we measured an orientation of P.A. p

and axis ratio of (measured by ellipse165! " 5! 0.84" 0.02
fitting to contour lines at 1!.4), consistent with HST data. At
closer separations (!0!.5), the residual was very likely a result
of the subtraction process between the star and the calibrator,
which is not optimal. Static aberrations were indeed stronger
for the object, although the Strehl ratio was of about 30% for
both the object and the calibrator. This area was numerically
cancelled in Figure 11.
The surface brightness (corrected from the color index
) differs from the one measured by Augereau et al. (2001)H–K

by almost 1 mag arcsec!2 because its measurement is corrupted
by the large amount of diffraction residual at close separations.
In addition, the determination of the intensity scaling factor
(between the star and the calibrator) becomes difficult because
the disk is visible at any P.A. (position angle with respect to
the north) and any separation (usually this factor is estimated
in a region dominated by diffraction residual alone). The plots
in Figure 12 show the radial profiles of the disk along the major
and minor axes (at respectively and 75!), andP.A. p 165!
Figure 13 gives the limit of detection for a pointlike object.
For comparison, we also give the same plots for the star HD
149914 (similar observing conditions), for which no circum-
stellar emission was detected to estimate the residuals. In such

4QPM on a double star
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Fig. 1. Final images of the disk around HD 32297 in the Ks (top) and H (bottom) bands for the cADI, rADI, and LOCI (left to right) algorithms
(see Sect. 2.2 for acronyms). The field of view of each sub-image is 3 × 3′′. The color bar indicates the contrast with respect to the star per pixel
(which is not applicable to the display-saturated central residuals).

3. Morphological analysis

3.1. Position angle determination

We first measured the PA of the disk to check its consistency
with the values reported previously by Schneider et al. (2005)
and Debes et al. (2009), and with the goal of improving the ac-
curacy owing to the higher angular resolution and the use of the
ADI processing. To achieve this, we followed the approach pre-
sented in Boccaletti et al. (2009) and more recently in Lagrange
et al. (2012a) for the case of β Pictoris, as it is nearly edge-on
as the one around HD 32297. The image is de-rotated by an an-
gle corresponding to a rough estimation of the PA (guess) so
that the disk is about horizontal with respect to pixels. A vertical
fitting by a Gaussian profile along the columns yields for each
separation the position of the spine (trace of the maximum SB
along the midplane) at a sub-pixel precision. From the position
of the spine as a function of radius (smoothed over 4 pixels ≈
2 FWHM), we then estimated the slope of the spine in four re-
gions carefully chosen to reduce the influence of stellar residuals
and background noise. The measurements were made in the re-
gions of 25−40, 25−50, 30−40, and 30−50 pixels (correspond-
ing to a range of 0.675−1.35′′) on each side of the disk together
(assuming that the disk crosses the star).

The process is repeated for several angles within a range
of 2◦ sampled at 1/100◦ around the estimated PA. Finally, the
spine slope as a function of this angle shows a steep mini-
mum that unambiguously defines (to a precision of 0.2◦) the

PA of the disk. We repeated the same analysis for all the im-
ages in Fig. 1 and averaged the values. The error bar is calcu-
lated from the dispersion in the values to which we quadrati-
cally added the celestial north uncertainty (0.2◦, according to
Lagrange et al. 2012a). We found PA = 47.4 ± 0.3◦ in the Ks
band and PA = 47.0 ± 0.3◦ in the H band, which agree within
the error bars but we adopt the former value since Ks data are
of much higher quality. These numbers compare adequately to
previous reports but achieve higher precision. However, we did
not observe a PA variation of about 3◦ between the two sides of
the disk unlike Debes et al. (2009), but we performed our mea-
surement at closer separations than in HST so the studies are not
directly comparable.

3.2. Reliability of the spine deviation from midplane

Following the observation reported in the previous section, our
main objective was to test whether the deviation of the mid-
plane seen in Figs. 1 and 2 could be a bias produced by the
ADI algorithms. Therefore, to overcome this issue and to trans-
form observed measurements into physical ones requires cali-
bration using models. On the basis of our images, unlike HST
ones, we are insensitive to the regions where the disk is posited
to interact with the interstellar medium (ISM) because of the
lower sensitivity at large separations. Hence, we assumed a sim-
ple geometrical model of a ring-like dust disk. We used the
GRaTer code (Augereau et al. 1999; Lebreton et al. 2012) to
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(see Sect. 2.2 for acronyms). The field of view of each sub-image is 3 × 3′′. The color bar indicates the contrast with respect to the star per pixel
(which is not applicable to the display-saturated central residuals).

3. Morphological analysis

3.1. Position angle determination

We first measured the PA of the disk to check its consistency
with the values reported previously by Schneider et al. (2005)
and Debes et al. (2009), and with the goal of improving the ac-
curacy owing to the higher angular resolution and the use of the
ADI processing. To achieve this, we followed the approach pre-
sented in Boccaletti et al. (2009) and more recently in Lagrange
et al. (2012a) for the case of β Pictoris, as it is nearly edge-on
as the one around HD 32297. The image is de-rotated by an an-
gle corresponding to a rough estimation of the PA (guess) so
that the disk is about horizontal with respect to pixels. A vertical
fitting by a Gaussian profile along the columns yields for each
separation the position of the spine (trace of the maximum SB
along the midplane) at a sub-pixel precision. From the position
of the spine as a function of radius (smoothed over 4 pixels ≈
2 FWHM), we then estimated the slope of the spine in four re-
gions carefully chosen to reduce the influence of stellar residuals
and background noise. The measurements were made in the re-
gions of 25−40, 25−50, 30−40, and 30−50 pixels (correspond-
ing to a range of 0.675−1.35′′) on each side of the disk together
(assuming that the disk crosses the star).

The process is repeated for several angles within a range
of 2◦ sampled at 1/100◦ around the estimated PA. Finally, the
spine slope as a function of this angle shows a steep mini-
mum that unambiguously defines (to a precision of 0.2◦) the

PA of the disk. We repeated the same analysis for all the im-
ages in Fig. 1 and averaged the values. The error bar is calcu-
lated from the dispersion in the values to which we quadrati-
cally added the celestial north uncertainty (0.2◦, according to
Lagrange et al. 2012a). We found PA = 47.4 ± 0.3◦ in the Ks
band and PA = 47.0 ± 0.3◦ in the H band, which agree within
the error bars but we adopt the former value since Ks data are
of much higher quality. These numbers compare adequately to
previous reports but achieve higher precision. However, we did
not observe a PA variation of about 3◦ between the two sides of
the disk unlike Debes et al. (2009), but we performed our mea-
surement at closer separations than in HST so the studies are not
directly comparable.

3.2. Reliability of the spine deviation from midplane

Following the observation reported in the previous section, our
main objective was to test whether the deviation of the mid-
plane seen in Figs. 1 and 2 could be a bias produced by the
ADI algorithms. Therefore, to overcome this issue and to trans-
form observed measurements into physical ones requires cali-
bration using models. On the basis of our images, unlike HST
ones, we are insensitive to the regions where the disk is posited
to interact with the interstellar medium (ISM) because of the
lower sensitivity at large separations. Hence, we assumed a sim-
ple geometrical model of a ring-like dust disk. We used the
GRaTer code (Augereau et al. 1999; Lebreton et al. 2012) to
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Fig. 2. Particular example of an OVVC of topological charge lp = 2, illustrating the con-
cepts needed to describe vectorial vortices. Left: the figure shows a HWP with an optical
axis orientation ω that rotates about the center as ω = θ , where θ is the azimuthal coordi-
nate (dashed lines perpendicular to the circumference). The textbook net effect of a HWP
on a linear impinging polarization is to rotate it by −2×α where α is the angle between
the incoming polarization direction and the extraordinary (e) optical axis . Applying this
property to the space-variant HWP, assuming an incoming horizontal linear polarization,
we see that the latter is transformed by the vectorial vortex so that it spins around its cen-
ter twice as fast as the azimuthal coordinate θ (arrows). In this case, the angle of local
rotation of the polarization vector φp corresponds to the “geometrical” or Pancharatnam
phase: upon a complete rotation about the center, φp has undergone a total 2× 2π virtual
phase ramp, which corresponds to the definition of an optical vortex of topological charge
2. Right: computation of the periodic modulation of the intensity transmitted by an OVVC
between crossed polarizers.

sively used as polarization control devices [11, 12, 13]. The range of applications is manifold:
polarimetry, laser-beam shaping, laser machining, tight focusing, particle acceleration, atom
trapping, contrast enhancement microscopy, image encryption, etc.
SVBOE can be represented by a function describing the spatial variation of the optical axis

orientation (here extraodinary, e)

e(r,θ ) = [cos [ω(r,θ )]X+ sin [ω(r,θ )]Y] (2)

where r, θ are the polar coordinates, while X and Y are the cartesian unit vectors. ω is the local
direction of the optical axis frame with respect to X (Fig. 1). Let us now consider the case of
the helical geometrical phase SVBOE. For a helical phase, the optical axis frame orientation is
given by ω(r,θ ) = (lp/2)θ , where lp is the so-called “Pancharatnam topological charge” (see
Appendix). The optical axis frame function therefore becomes

e(r,θ ) = [cos [(lp/2)θ ]X+ sin [(lp/2)θ ]Y] (3)

We will demonstrate below that this spatial variation of the optical axis orientation is responsi-
ble for a helical phase structure resulting from the geometrical phase, as opposed to the usual
scalar phase.

2.2. Optical vectorial vortex coronagraph

A vectorial vortex is a SVBOE with rotational symmetry properties. In other words, it is a
halfwave plate in which the optical axes rotate about the center. As such it can be represented

Mawet et al. (2005)
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Focal plane coronagraphs
are sensitive to telescope shake

Before we discuss the utility of forming PSFs of this nature,
we must derive the coronagraphic PSF. This is done in x 3. Sec-
tion 4, then, deals with the effects of finite spectral bandwidth:
an imprecisely placed reticulate pupil mask and residual phase
aberrations in the entrance pupil.

3. CORONAGRAPHIC POINT-SPREAD FUNCTION
ON A RETICULATED APERTURE

A telescope aperture is described by a transmission function
pattern A(x), where x ¼ (x1; x2) is the location in the aperture, in
units of the wavelength of the light (see Fig. 2). The correspond-
ing aperture illumination describing the electric field strength
in the pupil (in response to an unaberrated, unit field strength,
monochromatic incident wave) is EA ¼ A(x). The field strength
in the image plane, EB ¼ a(k), is the Fourier transform of EA,
where once more, k ¼ (k1; k2) is the image plane coordinate in
radians. Because of the Fourier relationship between pupil and
image fields, k is also a spatial frequency vector for a given wave-
length of light. The PSF is p ¼ aa", recalling our convention of
changing the case of a function to indicate its Fourier transform.
We, again, refer to a as the ASF. We multiply the image field
EB by a mask function m(k) to model the focal plane mask of
a coronagraph. The image field immediately after this mask is
EC ¼ m(k)EB. The electric field in the reimaged pupil after the
focal plane mask (the Lyot pupil) is ED, which is the Fourier
transform of EC . We use the fact that the transform of the image
plane field EB is just the aperture illumination function EA itself,
so the Lyot pupil field is ED ¼ M (x) " EA, where the asterisk is
the convolution operator.

If the Lyot pupil stop transmission is N (x), the electric field
after the Lyot stop is EE ¼ N (x)ED. The transform of this last
expression is the final coronagraphic image field strength: EF ¼
n(k) " m(k)EB½ $. Sivaramakrishnan&Yaitskova (2005) described
the structure of the field strength ED in the Lyot plane located at
D. We use their results to analyze the final image plane EF for an
ideal (‘‘perfect’’) coronagraph on a reticulated circular aperture,
in order to use its features as fiducial locations in the final image
for the purpose of high-precision astrometry and photometry.

3.1. The Ideal Coronagraph

The band-limited coronagraph (BLC) design ismathematically
perfect, in that simple Fourier optics modeling predicts that it
will prevent all incoming, on-axis light from reaching the final
coronagraphic focal plane (Kuchner & Traub 2002). Its mathe-
matical simplicity makes it useful for the purpose of elucidating
the way Lyot-style coronagraphic PSFs are affected by various
factors, such as tip-tilt (Lloyd & Sivaramakrishnan 2005), higher
order phase aberrations (Sivaramakrishnan et al. 2005), the pres-

ence of secondary mirror support vanes or ‘‘spiders’’ in the pu-
pil (Sivaramakrishnan & Lloyd 2005), the secondary obstruc-
tion itself (Sivaramakrishnan et al. 2004), or intersegment gaps
(Sivaramakrishnan & Yaitskova 2005). The BLC design also en-
ables an analytical treatment of various effects, which can then
be studied numerically for particular instruments, or on related
designs such as the Apodized Pupil Lyot Coronagraph (Soummer
et al. 2003; Soummer 2005; Sivaramakrishnan & Lloyd 2005).

The purpose of this exercise is that, although the BLC may
not be used in any particular coronagraphic instrument, the theory
allows us to examine the behavior of the reticulated mask in-
dependent of the particular choice of coronagraphic starlight
suppression. In this way, our analysis is not complicated by the
difficulties of starlight suppression, by the simple fact that we
assume it is perfect in this analysis.

The BLC design is easily understood if we introduce a ‘‘mask
shape function’’ w with the definition

m(k) % 1 & w(k); ð8Þ

which means that M (x) ¼ !(x) & W (x). We use this in the ex-
pression for the Lyot plane field strength ED, noting that since
the focal plane mask is opaque at its center, w is unity at the
origin, soW is a function whose two-dimensional integral over
the whole of the pupil plane is unity. Thus, we can write the
electric field at the Lyot plane as

ED(x) ¼ A " !(x) & W (x)½ $
¼ A & A "W (x): ð9Þ

If w is a band-limited function with bandpass b, then there is a
minimum positive value ofbsuch that the mask function’s Fourier
transform, W, satisfies the property

W (x) ¼ 0; if jxj > b: ð10Þ

Thus, in the BLC design W (the Fourier transform of the mask
shape function) has compact support in its domain (the Lyot
pupil plane).

In the case of a completely unaberrated coronagraphic optical
train, the above-mentioned properties of w (or W ) result in the
Lyot pupil field at any point farther than 2bfrom a pupil edge
being identically zero.Wemust also invoke the fact that the area
under the convolution of two functions is the product of the areas
under the two constituent functions to see that this is indeed so.

In our numerical examples of coronagraphic images, which
are all unobscured circular aperture systems, we use a BLCwith
a mask profile

m(k) ¼ 1 & jinc2(jkj=k0); ð11Þ

where jinc(x) ¼ 2J1(x)/x. Here J1(x) is the Bessel function of the
first kind, with index 1. The constant k0 is chosen so that the first
zero of the jinc function lies 12 resolution elements (k /D) from
the center of the opaque focal plane mask. Since this is about
10 times as wide as the direct image’s PSF, the bandpass of this
jinc2 mask is approximately D/5 (the bandpass of a product of
two functions being the sum of the bandpasses of the two func-
tions, the bandpass of our jinc function is D/10). Therefore,
the optimally sized Lyot stop for this ‘‘fourth-order’’ focal plane
mask is 3D/5 in diameter (the order here refers to the local

Fig. 2.—Essential planes and stops in a coronagraph. The entrance aperture
is A, and the direct image at B falls on a focal plane mask whose transmission
function is m(k). The reimaged pupil plane D, after being modified by passage
through a Lyot stop with a transmission function N (x), is sent to the corona-
graphic image at F. We place a square grid of opaque wires over the pupil plane
A to create controlled fiducial spots in the coronagraphic image at F for astro-
metric and photometric purposes.
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Telescope Vibrations

Vibrations measurements on UT4
(NAOS & CONICA are in agreement)

NAOS
WFS slopes

444 Hz

CONICA
L’ imaging
200 Hz
(5 ms)

Peaks
@

48 Hz
~70Hz

Peaks
@

48 Hz
~70Hz

OPEN LOOP

AO independent measurements

Figure 4. UT4 vibrations as seen by NAOS (SH WFS slopes measured at 444Hz) and CONICA (centröıds measured on a
bright star at 200 Hz) in open-loop to avoid any damping from the AO and at 4µm to have an almost di↵raction limited
image.

to an imperfect compensation of the mechanical flexures at di↵erent angles. It is totally manageable in practice
(e.g. manual recentering every 10-20 minutes depending on the coronagraph).

We also checked that atmospheric di↵erential refraction compensation was working using a large wavelength
baseline (i.e L’ filter on CONICA and the VIS WFS) at an airmass > 1.8. No additional drift or image elongation
was sensed after making sure the NAOS software always uses the current observing wavelength.

6. IMPROVEMENTS TO SAM INTERFEROMETRY

The SAM mode is very interesting for small angle search for companions46 in the >0.3 to 5 �/D region thanks
to model fitting,47 field rotation and as for ADI, precise astrometry versus proper motion to confirm the bound
nature of the putative candidate low mass companion (which can be a background star or galaxy or a bright
feature in a disk for example).

In 2011 a strategy of “star hopping” was put together32 in order to switch faster from the science target
to one or several PSF calibrators. The VLT being an active telescope (with active optics), many time variant
parameters can influence the optical transfer function (OTF). In addition, the atmospheric transfer function is
evolving rapidly as well (what counts here is the residual, post-AO wavefront variance on the full pupil that
translates mainly into di↵erential piston between the sparse apertures) and therefore it was very di�cult to
calibrate the PSF with su�cient time resolution. With star ”hopping”, one can “hop” from the science target
to a calibrator much faster and within the same observing block thanks to carefully calculated o↵sets. Provided
that the calibrator is well chosen (within a degree and of the same brightness than the science target), one can
close the AO loop on it without reacquiring with the WFS, making the process e�cient and stable. This strategy

Girard et al. (2012) SPIE
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Pupil plane coronagraphs
are NOT sensitive to shake!

Before we discuss the utility of forming PSFs of this nature,
we must derive the coronagraphic PSF. This is done in x 3. Sec-
tion 4, then, deals with the effects of finite spectral bandwidth:
an imprecisely placed reticulate pupil mask and residual phase
aberrations in the entrance pupil.

3. CORONAGRAPHIC POINT-SPREAD FUNCTION
ON A RETICULATED APERTURE

A telescope aperture is described by a transmission function
pattern A(x), where x ¼ (x1; x2) is the location in the aperture, in
units of the wavelength of the light (see Fig. 2). The correspond-
ing aperture illumination describing the electric field strength
in the pupil (in response to an unaberrated, unit field strength,
monochromatic incident wave) is EA ¼ A(x). The field strength
in the image plane, EB ¼ a(k), is the Fourier transform of EA,
where once more, k ¼ (k1; k2) is the image plane coordinate in
radians. Because of the Fourier relationship between pupil and
image fields, k is also a spatial frequency vector for a given wave-
length of light. The PSF is p ¼ aa", recalling our convention of
changing the case of a function to indicate its Fourier transform.
We, again, refer to a as the ASF. We multiply the image field
EB by a mask function m(k) to model the focal plane mask of
a coronagraph. The image field immediately after this mask is
EC ¼ m(k)EB. The electric field in the reimaged pupil after the
focal plane mask (the Lyot pupil) is ED, which is the Fourier
transform of EC . We use the fact that the transform of the image
plane field EB is just the aperture illumination function EA itself,
so the Lyot pupil field is ED ¼ M (x) " EA, where the asterisk is
the convolution operator.

If the Lyot pupil stop transmission is N (x), the electric field
after the Lyot stop is EE ¼ N (x)ED. The transform of this last
expression is the final coronagraphic image field strength: EF ¼
n(k) " m(k)EB½ $. Sivaramakrishnan&Yaitskova (2005) described
the structure of the field strength ED in the Lyot plane located at
D. We use their results to analyze the final image plane EF for an
ideal (‘‘perfect’’) coronagraph on a reticulated circular aperture,
in order to use its features as fiducial locations in the final image
for the purpose of high-precision astrometry and photometry.

3.1. The Ideal Coronagraph

The band-limited coronagraph (BLC) design ismathematically
perfect, in that simple Fourier optics modeling predicts that it
will prevent all incoming, on-axis light from reaching the final
coronagraphic focal plane (Kuchner & Traub 2002). Its mathe-
matical simplicity makes it useful for the purpose of elucidating
the way Lyot-style coronagraphic PSFs are affected by various
factors, such as tip-tilt (Lloyd & Sivaramakrishnan 2005), higher
order phase aberrations (Sivaramakrishnan et al. 2005), the pres-

ence of secondary mirror support vanes or ‘‘spiders’’ in the pu-
pil (Sivaramakrishnan & Lloyd 2005), the secondary obstruc-
tion itself (Sivaramakrishnan et al. 2004), or intersegment gaps
(Sivaramakrishnan & Yaitskova 2005). The BLC design also en-
ables an analytical treatment of various effects, which can then
be studied numerically for particular instruments, or on related
designs such as the Apodized Pupil Lyot Coronagraph (Soummer
et al. 2003; Soummer 2005; Sivaramakrishnan & Lloyd 2005).

The purpose of this exercise is that, although the BLC may
not be used in any particular coronagraphic instrument, the theory
allows us to examine the behavior of the reticulated mask in-
dependent of the particular choice of coronagraphic starlight
suppression. In this way, our analysis is not complicated by the
difficulties of starlight suppression, by the simple fact that we
assume it is perfect in this analysis.

The BLC design is easily understood if we introduce a ‘‘mask
shape function’’ w with the definition

m(k) % 1 & w(k); ð8Þ

which means that M (x) ¼ !(x) & W (x). We use this in the ex-
pression for the Lyot plane field strength ED, noting that since
the focal plane mask is opaque at its center, w is unity at the
origin, soW is a function whose two-dimensional integral over
the whole of the pupil plane is unity. Thus, we can write the
electric field at the Lyot plane as

ED(x) ¼ A " !(x) & W (x)½ $
¼ A & A "W (x): ð9Þ

If w is a band-limited function with bandpass b, then there is a
minimum positive value ofbsuch that the mask function’s Fourier
transform, W, satisfies the property

W (x) ¼ 0; if jxj > b: ð10Þ

Thus, in the BLC design W (the Fourier transform of the mask
shape function) has compact support in its domain (the Lyot
pupil plane).

In the case of a completely unaberrated coronagraphic optical
train, the above-mentioned properties of w (or W ) result in the
Lyot pupil field at any point farther than 2bfrom a pupil edge
being identically zero.Wemust also invoke the fact that the area
under the convolution of two functions is the product of the areas
under the two constituent functions to see that this is indeed so.

In our numerical examples of coronagraphic images, which
are all unobscured circular aperture systems, we use a BLCwith
a mask profile

m(k) ¼ 1 & jinc2(jkj=k0); ð11Þ

where jinc(x) ¼ 2J1(x)/x. Here J1(x) is the Bessel function of the
first kind, with index 1. The constant k0 is chosen so that the first
zero of the jinc function lies 12 resolution elements (k /D) from
the center of the opaque focal plane mask. Since this is about
10 times as wide as the direct image’s PSF, the bandpass of this
jinc2 mask is approximately D/5 (the bandpass of a product of
two functions being the sum of the bandpasses of the two func-
tions, the bandpass of our jinc function is D/10). Therefore,
the optimally sized Lyot stop for this ‘‘fourth-order’’ focal plane
mask is 3D/5 in diameter (the order here refers to the local

Fig. 2.—Essential planes and stops in a coronagraph. The entrance aperture
is A, and the direct image at B falls on a focal plane mask whose transmission
function is m(k). The reimaged pupil plane D, after being modified by passage
through a Lyot stop with a transmission function N (x), is sent to the corona-
graphic image at F. We place a square grid of opaque wires over the pupil plane
A to create controlled fiducial spots in the coronagraphic image at F for astro-
metric and photometric purposes.
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Telescope pupil Lyot stop

They modify the shape of the telescope PSF to have a dark region
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– Spergel configuration (Spergel 2001). The pupil transmis-
sion is equal to 1 if and only if:

y0(x) < |y| < y0(x) + yw(x) (8)

with

yw(x) = R ×
(
e−(

αx
R )2
− e−α

2
)

(9)

and
∫ y0(x)+yw(x)

y0(x)
y2dy = βyw(x) (10)

where α = 2, x and y are the 2D coordinates in the pupil
plane, and β = 0.4 × R2. The pupil transmission is equal to
0 everywhere else.

– Apodized Square Aperture (ASA) configuration (Nisenson
& Papaliolios 2001). The pupil transmission is 0 every-
where except in a square of radius R, inside which it is
equal to:

P(x, y) =
(
1 −

( x
R

)2)ν
×

(
1 −

( y
R

)2)ν
(11)

where ν = 5.

The 3 CPA pupils adopted for the comparison are shown in
Fig. 8, along with the corresponding PSFs.

Jacquinot pupil Spergel pupil ASA pupil

Fig. 8. CPA pupils adopted for the comparison between PIAA and
CPA technique performance. The pupils are shown on the upper row
and the corresponding PSFs are shown in the lower row (logarithmic
scaling).

To compute the SNR of a companion detection, only pho-
ton noise is considered, and the noiseless PSF is supposed to be
perfectly known. For a given image of the star/planet system,
the best detection SNR is obtained by computing the optimally
weighted sum of the PSF-subtracted image pixel values. The
weight of each pixel in the sum is proportional to the square of
the SNR on that pixel and the resulting detection SNR is

S NR =

√√∫

x,y

⎛
⎜⎜⎜⎜⎜⎝

Ic(x, y)
√
Ic(x, y) + Is(x, y)

⎞
⎟⎟⎟⎟⎟⎠

2

dxdy (12)

where Ic(x, y) is the image of the companion and I s(x, y) is the
image of the central star. In the case of the PIAA configuration,
the PSF is not translation-invariant, and has to be computed
both for the central star and the planet. For a given optical con-
figuration, this SNR is a function of the contrast between the
star and the companion, their angular separation, the luminos-
ity of the star and the diameter of the telescope. For PSFs which
are not rotational-symmetric, the SNR is also a function of the
position angle (PA), in which case the detection SNR can be
written

S NR =

√∫ 2π

PA=0
(SNR(PA))2 dPA (13)

where SNR(PA) is computed by Eq. (12). For the Jacquinot and
Spergel pupils, where the PSF contrast is very good only for a
range of PA values, this equation is equivalent to rejecting the
“unusable” regions of the PSF (too low SNR).

The four optical configurations are tested on a m v = 5 star
with a planet 109 times fainter at a separation of 0.1′′. The cen-
tral wavelength is 0.5 µm and the spectral bandwidth is 0.2 µm.
No zodiacal or exozodiacal light was included in this simple
simulation, and the detectors are assumed to be perfect (no
readout noise).
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Fig. 9. Telescope diameter needed to detect (SNR = 5) a companion
0.1′′ from amv = 5 star with a flux ratio of 109. The central wavelength
is 0.5 µm and the bandwidth is 0.2 µm.

The results of the performance analysis is shown in Fig. 9.
The 3 CPA configurations require telescopes of diameters be-
tween 5 and 7 meters to detect (SNR = 5) the ETP in one hour
exposure time, while the PIAA configuration reaches the same
performance with a 1.5 m diameter telescope. This result is ex-
plained by careful analysis of the Table 1.

The Inner Working Distance (IWD), which is the angu-
lar separation at which the contrast of the PSF reaches 109,
is about 3 times larger for the CPAs than for the PIAA con-
figuration. This means that, in the visible, the minimum tele-
scope diameter required to detect ETPs in reasonable expo-
sure times is about 4 to 5 meters for CPA configurations while
it is only 1.5 meter for the PIAA configuration. In addition,

Pupil

PSF

Jacquinot & Roizen-Dossier 1964 Spergel 2001
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– Spergel configuration (Spergel 2001). The pupil transmis-
sion is equal to 1 if and only if:

y0(x) < |y| < y0(x) + yw(x) (8)

with

yw(x) = R ×
(
e−(

αx
R )2
− e−α

2
)

(9)

and
∫ y0(x)+yw(x)

y0(x)
y2dy = βyw(x) (10)

where α = 2, x and y are the 2D coordinates in the pupil
plane, and β = 0.4 × R2. The pupil transmission is equal to
0 everywhere else.

– Apodized Square Aperture (ASA) configuration (Nisenson
& Papaliolios 2001). The pupil transmission is 0 every-
where except in a square of radius R, inside which it is
equal to:

P(x, y) =
(
1 −

( x
R

)2)ν
×

(
1 −

( y
R

)2)ν
(11)

where ν = 5.

The 3 CPA pupils adopted for the comparison are shown in
Fig. 8, along with the corresponding PSFs.
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Fig. 8. CPA pupils adopted for the comparison between PIAA and
CPA technique performance. The pupils are shown on the upper row
and the corresponding PSFs are shown in the lower row (logarithmic
scaling).

To compute the SNR of a companion detection, only pho-
ton noise is considered, and the noiseless PSF is supposed to be
perfectly known. For a given image of the star/planet system,
the best detection SNR is obtained by computing the optimally
weighted sum of the PSF-subtracted image pixel values. The
weight of each pixel in the sum is proportional to the square of
the SNR on that pixel and the resulting detection SNR is

S NR =

√√∫

x,y

⎛
⎜⎜⎜⎜⎜⎝

Ic(x, y)
√
Ic(x, y) + Is(x, y)

⎞
⎟⎟⎟⎟⎟⎠

2

dxdy (12)

where Ic(x, y) is the image of the companion and I s(x, y) is the
image of the central star. In the case of the PIAA configuration,
the PSF is not translation-invariant, and has to be computed
both for the central star and the planet. For a given optical con-
figuration, this SNR is a function of the contrast between the
star and the companion, their angular separation, the luminos-
ity of the star and the diameter of the telescope. For PSFs which
are not rotational-symmetric, the SNR is also a function of the
position angle (PA), in which case the detection SNR can be
written

S NR =

√∫ 2π

PA=0
(SNR(PA))2 dPA (13)

where SNR(PA) is computed by Eq. (12). For the Jacquinot and
Spergel pupils, where the PSF contrast is very good only for a
range of PA values, this equation is equivalent to rejecting the
“unusable” regions of the PSF (too low SNR).

The four optical configurations are tested on a m v = 5 star
with a planet 109 times fainter at a separation of 0.1′′. The cen-
tral wavelength is 0.5 µm and the spectral bandwidth is 0.2 µm.
No zodiacal or exozodiacal light was included in this simple
simulation, and the detectors are assumed to be perfect (no
readout noise).
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The results of the performance analysis is shown in Fig. 9.
The 3 CPA configurations require telescopes of diameters be-
tween 5 and 7 meters to detect (SNR = 5) the ETP in one hour
exposure time, while the PIAA configuration reaches the same
performance with a 1.5 m diameter telescope. This result is ex-
plained by careful analysis of the Table 1.

The Inner Working Distance (IWD), which is the angu-
lar separation at which the contrast of the PSF reaches 109,
is about 3 times larger for the CPAs than for the PIAA con-
figuration. This means that, in the visible, the minimum tele-
scope diameter required to detect ETPs in reasonable expo-
sure times is about 4 to 5 meters for CPA configurations while
it is only 1.5 meter for the PIAA configuration. In addition,
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4. Performance

4.1. Choice of the apodization function
The performance of the PIAA imager/coronagraph is solely a
function of f2, the light distribution in the PIAA exit pupil. The
constraints on the choice of f2 are first discussed:

– (1) Positivity of f2. In the technique presented in this paper,
there is no convenient way to introduce an achromatic π
phase shift in parts of the pupil, and f2 is therefore real and
positive.

– (2) Contrast of the on-axis PSF. The main requirement for
the detection of ETPs is to obtain a PSF which offers high
contrast (typically 109 to 1010) at small angular distances
(one to two times λ/d).

– (3) Finite size of the secondary mirror. The finite size
of the secondary mirror and the fact that the “core” of the
PIAA exit pupil cannot be made arbitrarily small (because
of Fresnel diffraction) imposes a limit on the extent of f2.

– (4) Field of view considerations. This constraint has been
shown in Sect. 3, and requires a f2 function which is some-
what flat in its central part (small values of r). The PIAA
coronagraph does not have this constraint.

R

Pupil

PSF

LIMX 1

1+ε

C

1

1−ε
1

(unit =    /d)λ

Fig. 7. Constraints imposed on the function f2 and on the on-axis PSF.
The grey area represents the permitted values for both f2(r) and the
PSF radial profile and the thick curves represent examples of permitted
functions. In the pupil radial profile, the dashed line represents the
unapodized unobstructed pupil of diameter d, and of total flux equal
to the total flux of the PIAA exit pupil.

Figure 7 shows how these constraints were applied with five
parameters:

– ϵ: maximum deviation of f2 from the flat reference pupil;
– X: radius of the PIAA exit pupil inside which the maximum

deviation of f2 from the flat reference pupil is enforced;
– LIM: maximum size of the PIAA exit pupil;
– C: contrast to be achieved by the PSF;
– R: radial distance outside of which the contrast to be

achieved by the PSF is enforced.

These constraints are used in a Gerchberg-Saxton (Gerchberg
& Saxton 1972) type iterative algorithm to find a function f 2
which satisfies all constraints. At each iteration, the Fourier
transform of the pupil (the focal plane light complex ampli-
tude) is first computed, and the PSF constraints (2) are used
to modify the focal plane light complex amplitude. Another
Fourier transform is performed to compute the pupil light com-
plex amplitude distribution, which, in turn, is modified by the

constraints (1), (3) and (4). After several iterations, conver-
gence of the pupil light complex amplitude distribution toward
a suitable function f2 usually occurs. If no convergence occurs,
the constraints parameters are relaxed (for example, larger size
of the secondary mirror, or lower required contrast of the PSF)
until convergence occurs. Because this study is limited to ra-
dially symmetric pupils, all computations are actually done in
one dimension.

The example shown in Sect. 2.3 was obtained by this algo-
rithm with a set of parameters which yields a PSF suitable for
ETPs detection in the imager configuration (ϵ = 0.25, X = 0.8,
LIM = 10, C = 10−9, R = 1.0). Although the field of view of
this particular example is well suited for ETPs detection with a
small telescope (d ≈ 2m), wide field imaging would require ei-
ther a different choice of values for ϵ and X, or a coronagraphic
configuration.

4.2. Performances and comparison with classical
apodized pupils

Classical apodization techniques (CPA) have several disadvan-
tages compared to the PIAA technique:

– Loss of flux. The transmission of classical apodization
masks is usually between 0.1 and 0.5, while no light is ab-
sorbed with the PIAA.

– Loss of angular resolution. In CPAs, the apodization mask
usually has a lower transmission at the edges of the pupil,
resulting in a loss of angular resolution by a factor of
approximately 2. This loss of resolution requires the use
of a larger telescope and also results in lower sensitivity,
since more background light (from scattering of the central
source’s light or emission from the zodiacal/exozodiacal
clouds) is mixed with the companion’s PSF.

– Limited useful field of view.Most apodization masks pro-
duce a PSF in which only a fraction of the field is usable
for ETPs detection.

When choosing an apodization mask, CPA techniques must
find an acceptable tradeoff between these three different losses,
and minimization of one of these losses usually comes at the
expense of at least another loss.

To estimate the performance of the PIAA and CPA tech-
niques for direct planet imaging, the detection signal to noise
ratio (SNR) is computed for a representative case, with the di-
ameter of the telescope as the main variable. Four configura-
tions were tested under the same conditions:

– PIAA configuration. The example studied in Sect. 2.3 was
adopted.

– Jacquinot configuration (Jacquinot & Roizen-Dossier
1964). The pupil transmission is equal to 1 if and only if:

|y| < R ×
(
e−(

αx
R )2
− e−α2

)
(7)

where R is the radius of the pupil, x and y are the D coordi-
nates in the pupil plane, and α = 2. The pupil transmission
is equal to 0 everywhere else.



Optimized Pupil Apodizations
Developed by Carlotti, Vanderlei and Kasdin

Pupil PSF

Fig. 6. Pupil masks (left) design to reach 10−6 (first two rows) and 10−7 (third row) with
a circular unobstructed aperture, and their associated PSFs (right). In both cases the high
contrast region is a ring section with an OWA of 15 λ/D. The IWA are 2.5 λ/D (top), 3
λ/D (middle) and 4 λ/D (bottom). The dark holes have an angular extension of 30o in the
first case and 45o in the last two. The PSF are computed for true binary masks, the original
transmissions being artificially rounded.

Carlotti 2011 JOSA
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Fig. 5.— Comparing the e↵ect of manufacturing errors on the VLT APP. The upper row

shows hV LTAPP , the ideal APP phase surface, and its resultant PSF. The bottom left-hand

image shows the measured APP PSF as seen in the Fomalhaut data reduction, and the

bottom right-hand image shows the calculated APP PSF including the manufacturing errors

of h(r) as seen in Figure 4. Note the brightening of the first and second Airy rings above

the theoretical levels. The Fomalhaut data has an uncorrected halo of light from the NaCo

system operating at 80% Strehl ratio.

Codona et al. (2004), Kenworthy et al. (2010)

Apodize with phase instead of amplitude 



VLT/NaCo 4 microns at real time speed

APP Coronagraph performance not degraded 
 by tip-tilt vibrations or pupil wander



A.-M. Lagrange et al.: A probable giant planet imaged in the β Pictoris disk L23
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Fig. 1. β Pic and HR 2435 recentered and saturated L′ images (top left
and top right, respectively) in data set A. Below are the divided (bottom
left) and subtracted (bottom right) images. North is up and east to the
left. A candidate companion is clearly detected at a PA of ≃32◦, i.e.,
along the NE side of the disk, at a separation of about 0.′′41 from the star.

– The last approach was actually to use the MISTRAL decon-
volution algorithm (Mugnier et al. 2004), based on a maxi-
mum a posteriori scheme. Nevertheless, MISTRAL relies on
a strict convolution process between image and reference,
which is not the case for our saturated data. A first step is
therefore to perform a posteriori correction of saturated parts
of the image and reference. This is done using a simulated
Airy pattern. The top of the Airy pattern replaces the im-
age saturated pixels. The flux level is adjusted using the first
Airy rings. Such a correction is possible because of the very
good Strehl ratio on the image. Meanwhile, if this a posteri-
ori correction does not significantly affect the restitution of
the object structures, it could obviously degrade the relative
photometry. The deconvolution process is thus an alternative
approach (compared to reference subtraction and division)
to image processing that is less sensitive to image-versus-
reference centering. It allows the best measurements of rel-
ative position with a precision of 0.3 pixels, but it remains
uncertain for the relative photometry due to using saturated
images.

3. A candidate companion in the β Pic disk?

3.1. Results from the highest quality data (set A)

Using three independent approaches, the companion detection is
confirmed at the same location. The resulting images, using the
maximum likelihood algorithm for recentering, are reported in
Fig. 1. The companion candidate (hereafter, the CC) point-like
signal is clearly visible in the divided and subtracted images. The
maximum of the signal is about 190 ADU. Different techniques
(variable aperture photometry, 2D-Gaussian fitting, PSF-fitting)
were used to extract the CC flux, giving consistent results. As the
reference recentering and rescaling actually dominate the flux
measurement precision, flux uncertainties were derived by con-
sidering respective variations of 0.3 pixel and 5% in the subtrac-
tion process. We obtain a contrast of ∆L′ = 7.7 ± 0.3 between
the CC and β Pic. Using deconvolution, we derive a separation
of 411 ± 8 mas and a PA of 31.8 ± 1.3◦ relative to the primary,
i.e. along the NE side of the disk.

0 20 40 60 80 100 120 140 160

PA=30 deg

500 mas

Fig. 2. Top left: simulated planets at PA of 150◦, 210◦, and 330◦. Top
right: composite image of β Pic plus the fake planets. Bottom left: divi-
sion of the composite image by the saturated image of HR 2435. Bottom
right: scaled subtraction of the composite image by the saturated image
of HR 2435. Even a slight (0.3 pixel) relative offset between β Pic and
HR 2435 affects the resulting shape of the fake planets as much as the
candidate one. In particular, triangular shapes can be observed, due to
the proximity of the slightly inner Airy ring.

The use of different methods excludes artefacts created dur-
ing the reduction process. In particular, the result of the deconvo-
lution rules out any effect that could be introduced by imperfect
estimation of the offset between β Pic and HR 2435 saturated im-
ages due, for instance, to a possible contribution of the disk. We
did check anyway that the disk signal is very faint and not sig-
nificantly asymmetric. To rule out detector effects, we looked for
possible remanence and electronic ghosts that could occur be-
cause our images are saturated. Inspection of individual images
excludes any contamination by these two effects that rapidly dis-
appear after a few frames. Artefacts due to the very good, but still
imperfect, AO correction are still possible. However, aberrations
due to a modulation of the deformable mirror would generally
lead to either symmetrical or anti-symmetrical patterns. Static
aberrations should be present just as around β Pic and HR 2435,
as both stars were observed with similar pupil configurations.
We then tested the possible impact of an imperfect removal of
static speckles due to the variation in the parallactic angle during
the observations of β Pic and HR 2435 (up to 8◦). We processed
individual pairs of data for β Pic and HR 2435 taken with par-
allactic angles equal within ±0.4◦ and added up the individual
subtracted images. The CC is still present and appears slightly
sharper (but still compatible with the instrumental resolution).
In addition, since the same signal is also observed a few nights
apart (see below), we conclude that quasi-static aberrations are
unlikely.

To further assess the reality of the detection and test the
CC photometry, we added three “fake planets” at similar sepa-
rations but different PA (150◦, 210◦, and 350◦) to the recentered
and stacked image of β Pic. The fake planet images were gener-
ated by scaling and shifting an unsaturated image of β Pic taken
the same night. To match the level of the observed signal, the
magnitudes of the fake planets were scaled to the measured flux
ratio on set A. We then subtracted the scaled image of HR 2435
to that of the composite image. The result is shown in Fig. 2,
from which it is clear that the fake planets produce similar fea-
tures to the observed signal, supporting our contrast estimate.

Detection of β Pic b
(Lagrange et al. 2009)

Direct Imaging
 at VLT in 2005



Detection of β Pic b
03 April 2010

(cf. Lagrange et al. 2010)

Apodizing Phase Plate
 at VLT

Quanz et al. (2010)

20 minutes versus 2 hours



What do we want?
The instrumental PSF

for each Science Camera Image



Approximating the Science PSF

I1 I2 In�1 In... ...

Angular Differential Imaging
(ADI; Marois et al. 2006)

Planet

Star



Approximating the Science PSF

I1 I2 In�1 In... ...
⇥ ⇥ ⇥ ⇥
a1 a2 an�1 an

LOCI + ADI
(Lafreniere et al. 2007)



LOCI
Locally Optimised Combination of Images

Exploring geometry takes time…

…and not always optimal

Fig. 7.—Average normalized residual intensity (top) and S/N (bottom) as a function of angular separation for the LOCI algorithm (solid line) and the algorithm of
Marois et al. (2006; dashed line).

Fig. 8.—Residual S/N image (including artificial point sources) using the algorithm of Marois et al. (2006; top) and the LOCI algorithm (bottom). Both panels are
shownwith a (!5, +10) intensity range. Each panel is 6:500 ; 3:2500. The images have been convolved by a circular aperture of diameter equal toW. The saturated region at
the center of the PSF is masked out.



LOCI
Locally Optimised Combination of Images

Optimization region geometry a challenge

data set consists in a sequence of 90 30 s images in the CH4-short
(1.58 !m, 6.5%) filter obtainedwith ALTAIR/NIRI at the Gemini
North telescope (program GN-2005A-Q-16). The f /32 focal
ratio of the camera and 8 m primary mirror diameter lead to
0.02200 pixel!1. The images are saturated inside a radius of"0.700

from the PSF center. Short unsaturated exposures were acquired
before and after the saturated sequence to calibrate photometry
and detection limits. The corrected PSF FWHM was measured
to be 3.4 pixels, or 0.07400, and the Strehl ratio was "16%. The
Cassegrain rotator was fixed during all observations. Basic image
reduction and registering was done as in Marois et al. (2006).

The same procedure was used for optimizing each of N", NA,
g, and dr. First, the unsaturated PSF image was used to introduce
artificial point sources into the images at angular separations in
the range 50Y300 pixels (27k /DY160k /D) in steps of 5 pixels
(2:75k/D). Each artificial source was smeared according to its
displacement during an integration, and its intensity was set so
that its signal-to-noise ratio (S/N) would be "10 in the final re-
sidual combination. Next, a symmetric radial profile was sub-
tracted from each image to remove the seeing halo. Then the
subtraction algorithm was run on the sequence of images with a
range of values for the parameter under consideration. Finally,
the noise and the flux of each artificial point source in an aperture
diameter of one FWHM were measured in the residual image.
This process was repeated 50 times by placing the artificial sources
at different angular positions each time. The trial values for the
optimization of each parameter are listed in Table 1. For dr either
a fixed value is used throughout the image or we use one that

varies from 1.5 to 15 in units of the PSF FWHM. The optimal
value of a parameter was determined recursively, with the values
of the other parameters set first to the medians of the values listed
in Table 1 and then to their most recently determined optimal
value except for dr set at a fixed value of 1.5. The results are
shown in Figures 2Y5.

As can be seen in Figure 2, the minimum spacing has little
impact on the recovered flux at separations k100k /D, where
"80%Y90% of the flux is recovered independently of N". How-
ever, at small separations the effect is important and significant
loss in signal occurs, particularly for the smallest minimum dis-
placements. This is because the fraction of images in the subsetK
for which the point source partially overlaps that in the target im-
age is greater for smaller separations, where linear motion of the
point source is slower. The best overall S/N is obtained with
N" ¼ 0:5, for which the loss in the recovered flux is more than
compensated by the improvement in quasi-static speckle noise
attenuation.

Figure 3 shows that the residual signal of point sources is
strongly dependent on the size of the optimization subsections,
as expected from the discussion in x 2. When NA is too small, the
gain in attenuation is not sufficient to compensate for the larger
point-source subtraction and lower S/Ns are obtained, especially
at large separations. On the other hand, when NA is too large, the
quasi-static speckles are not subtracted as efficiently at small
separations and lower S/Ns result. Avalue ofNA ¼ 300 provides
the best overall S/N.

The parameter g has little effect on the performance (see Fig. 4),
although for angular separationsP50k /D regions more extended
radially (g ¼ 2) fare slightly better than regions more extended
azimuthally. Nevertheless, we adopt g ¼ 1 as the optimal value.

Finally, Figure 5 shows that at small separations (P60k /D), a
drk 6 leads to a lower S/N because it poorly matches the evo-
lution of #min with separation, as expected. Since a larger dr leads
to a faster execution of the algorithm, because fewer subtraction
subsections are required to cover the entire image, we use as the
optimal value a dr equal to 1.5 for separations less than 60k /D
and 15 for larger separations.

The optimal parameter values may vary slightly from those
found above for other sets of data depending on the telescope,

TABLE 1

Parameter Values Used for Optimization

Parameter Trial Values Adopted Value

N" .............................. 0.25, 0.5, 0.75, 1.0, 1.5, 2.0 0.5

NA .............................. 50, 100, 150, 300, 500 300

g................................. 0.5, 1.0, 2.0 1.0

dr ............................... 1.5, 3, 6, 9, 15, (1.5Y15)a (1.5Y15)a

a We use dr ¼ 1:5 for separations less than 60k /D and dr ¼ 15 for larger
separations.

Fig. 1.—Example of subtraction (shaded in gray) and optimization (delimited by thick lines) subsections for ADI using the procedure of x 4.1. The left and right panels
show the subtraction and optimization subsections for the 1st and 13th subtraction annuli, respectively. In the right panel, the first 12 subtraction annuli (of width dr) are
marked by thin lines; dr increases with separation in this specific example. The central circle (cross-hatched region) represents the saturated region.
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Stars   and   Planets

Spatially separate 
from the star
Photons are 

incoherent from the 
stellar photons

Typically 1e4 to 1e9 
times brighter than 

planet



Diversity and Algorithms

Diversity: The property that differentiates planets
 from speckles

(e.g. Angular, Temporal, Spectral….)

and

Algorithm: The method used to combine the images
to make a PSF based on the Diversity

(e.g. LOCI, PCA)



Diversity and Algorithms

So you can have:
ADI-LOCI, SDI-KLIP, and combinations

of different diversities as well!



Diversity and Algorithms



Diversity

I1 I2 I3 ...

In wheren = 1, 2, 3, ...., N



Angular Diversity

The telescope optics are fixed with respect to the 
science detector and the sky rotates around

In = I(✓n, tn)



The telescope optics are fixed with respect to the 
science detector and the sky rotates around

Angular Diversity

In = I(✓n, tn)



The telescope optics are fixed with respect to the 
science detector and the sky rotates around

Angular Diversity

In = I(✓n, tn)



Spectral Diversity

PSF scales as         but the planet remains 
in the same position

�

Dtel

I1 = I(�1)



Spectral Diversity

PSF scales as         but the planet remains 
in the same position

�

Dtel

I2 = I(�2)



Spectral Diversity

PSF scales as         but the planet remains 
in the same position

�

Dtel

In = I(�n)



PSF Library

Use other stars in the same field of view
AND/OR in the same night

I1 = I(Star 1) I2 = I(Star 2) I3 = I(Star 3) ...



Algorithms



We want the science PSF for 
all images m

I(m,PSF estimate) = a(1,m).I1 + a(2,m).I2 + a(3,m).I3 + ....

I(m,science PSF) ⇡ I(m,PSF estimate)

I(m,science PSF) for m = 1, 2, 3, ..., N

…but that doesn’t exist as there’s a planet/
disk in all the images!

We approximate by linearly combining all 
the PSF images and the challenge is to find 

the best coefficients so that



A linear combination of all 
the PSFs

I(m,PSF estimate) = a(1,m).I1 + a(2,m).I2 + a(3,m).I3 + ....

I(m,science PSF) ⇡ I(m,PSF estimate)

where

…or more compactly….

I(m,PSF estimate) =
n=1X

N

a(n,m).In

We need to determine all the values of  a(n,m)



Locally Optimised Combination 
of Images (LOCI)

data set consists in a sequence of 90 30 s images in the CH4-short
(1.58 !m, 6.5%) filter obtainedwith ALTAIR/NIRI at the Gemini
North telescope (program GN-2005A-Q-16). The f /32 focal
ratio of the camera and 8 m primary mirror diameter lead to
0.02200 pixel!1. The images are saturated inside a radius of"0.700

from the PSF center. Short unsaturated exposures were acquired
before and after the saturated sequence to calibrate photometry
and detection limits. The corrected PSF FWHM was measured
to be 3.4 pixels, or 0.07400, and the Strehl ratio was "16%. The
Cassegrain rotator was fixed during all observations. Basic image
reduction and registering was done as in Marois et al. (2006).

The same procedure was used for optimizing each of N", NA,
g, and dr. First, the unsaturated PSF image was used to introduce
artificial point sources into the images at angular separations in
the range 50Y300 pixels (27k /DY160k /D) in steps of 5 pixels
(2:75k/D). Each artificial source was smeared according to its
displacement during an integration, and its intensity was set so
that its signal-to-noise ratio (S/N) would be "10 in the final re-
sidual combination. Next, a symmetric radial profile was sub-
tracted from each image to remove the seeing halo. Then the
subtraction algorithm was run on the sequence of images with a
range of values for the parameter under consideration. Finally,
the noise and the flux of each artificial point source in an aperture
diameter of one FWHM were measured in the residual image.
This process was repeated 50 times by placing the artificial sources
at different angular positions each time. The trial values for the
optimization of each parameter are listed in Table 1. For dr either
a fixed value is used throughout the image or we use one that

varies from 1.5 to 15 in units of the PSF FWHM. The optimal
value of a parameter was determined recursively, with the values
of the other parameters set first to the medians of the values listed
in Table 1 and then to their most recently determined optimal
value except for dr set at a fixed value of 1.5. The results are
shown in Figures 2Y5.

As can be seen in Figure 2, the minimum spacing has little
impact on the recovered flux at separations k100k /D, where
"80%Y90% of the flux is recovered independently of N". How-
ever, at small separations the effect is important and significant
loss in signal occurs, particularly for the smallest minimum dis-
placements. This is because the fraction of images in the subsetK
for which the point source partially overlaps that in the target im-
age is greater for smaller separations, where linear motion of the
point source is slower. The best overall S/N is obtained with
N" ¼ 0:5, for which the loss in the recovered flux is more than
compensated by the improvement in quasi-static speckle noise
attenuation.

Figure 3 shows that the residual signal of point sources is
strongly dependent on the size of the optimization subsections,
as expected from the discussion in x 2. When NA is too small, the
gain in attenuation is not sufficient to compensate for the larger
point-source subtraction and lower S/Ns are obtained, especially
at large separations. On the other hand, when NA is too large, the
quasi-static speckles are not subtracted as efficiently at small
separations and lower S/Ns result. Avalue ofNA ¼ 300 provides
the best overall S/N.

The parameter g has little effect on the performance (see Fig. 4),
although for angular separationsP50k /D regions more extended
radially (g ¼ 2) fare slightly better than regions more extended
azimuthally. Nevertheless, we adopt g ¼ 1 as the optimal value.

Finally, Figure 5 shows that at small separations (P60k /D), a
drk 6 leads to a lower S/N because it poorly matches the evo-
lution of #min with separation, as expected. Since a larger dr leads
to a faster execution of the algorithm, because fewer subtraction
subsections are required to cover the entire image, we use as the
optimal value a dr equal to 1.5 for separations less than 60k /D
and 15 for larger separations.

The optimal parameter values may vary slightly from those
found above for other sets of data depending on the telescope,

TABLE 1

Parameter Values Used for Optimization

Parameter Trial Values Adopted Value

N" .............................. 0.25, 0.5, 0.75, 1.0, 1.5, 2.0 0.5

NA .............................. 50, 100, 150, 300, 500 300

g................................. 0.5, 1.0, 2.0 1.0

dr ............................... 1.5, 3, 6, 9, 15, (1.5Y15)a (1.5Y15)a

a We use dr ¼ 1:5 for separations less than 60k /D and dr ¼ 15 for larger
separations.

Fig. 1.—Example of subtraction (shaded in gray) and optimization (delimited by thick lines) subsections for ADI using the procedure of x 4.1. The left and right panels
show the subtraction and optimization subsections for the 1st and 13th subtraction annuli, respectively. In the right panel, the first 12 subtraction annuli (of width dr) are
marked by thin lines; dr increases with separation in this specific example. The central circle (cross-hatched region) represents the saturated region.
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PSF is cut into small radial and azimuthal wedges

A linear combination of all the science PSFs is chosen to 
minimise the R.M.S. within a small area

Example of 9 
wedges at a given 
radius around a 

central star

Lafreniere et al. (2007)



LOCI

For each wedge subsection

data set consists in a sequence of 90 30 s images in the CH4-short
(1.58 !m, 6.5%) filter obtainedwith ALTAIR/NIRI at the Gemini
North telescope (program GN-2005A-Q-16). The f /32 focal
ratio of the camera and 8 m primary mirror diameter lead to
0.02200 pixel!1. The images are saturated inside a radius of"0.700

from the PSF center. Short unsaturated exposures were acquired
before and after the saturated sequence to calibrate photometry
and detection limits. The corrected PSF FWHM was measured
to be 3.4 pixels, or 0.07400, and the Strehl ratio was "16%. The
Cassegrain rotator was fixed during all observations. Basic image
reduction and registering was done as in Marois et al. (2006).

The same procedure was used for optimizing each of N", NA,
g, and dr. First, the unsaturated PSF image was used to introduce
artificial point sources into the images at angular separations in
the range 50Y300 pixels (27k /DY160k /D) in steps of 5 pixels
(2:75k/D). Each artificial source was smeared according to its
displacement during an integration, and its intensity was set so
that its signal-to-noise ratio (S/N) would be "10 in the final re-
sidual combination. Next, a symmetric radial profile was sub-
tracted from each image to remove the seeing halo. Then the
subtraction algorithm was run on the sequence of images with a
range of values for the parameter under consideration. Finally,
the noise and the flux of each artificial point source in an aperture
diameter of one FWHM were measured in the residual image.
This process was repeated 50 times by placing the artificial sources
at different angular positions each time. The trial values for the
optimization of each parameter are listed in Table 1. For dr either
a fixed value is used throughout the image or we use one that

varies from 1.5 to 15 in units of the PSF FWHM. The optimal
value of a parameter was determined recursively, with the values
of the other parameters set first to the medians of the values listed
in Table 1 and then to their most recently determined optimal
value except for dr set at a fixed value of 1.5. The results are
shown in Figures 2Y5.

As can be seen in Figure 2, the minimum spacing has little
impact on the recovered flux at separations k100k /D, where
"80%Y90% of the flux is recovered independently of N". How-
ever, at small separations the effect is important and significant
loss in signal occurs, particularly for the smallest minimum dis-
placements. This is because the fraction of images in the subsetK
for which the point source partially overlaps that in the target im-
age is greater for smaller separations, where linear motion of the
point source is slower. The best overall S/N is obtained with
N" ¼ 0:5, for which the loss in the recovered flux is more than
compensated by the improvement in quasi-static speckle noise
attenuation.

Figure 3 shows that the residual signal of point sources is
strongly dependent on the size of the optimization subsections,
as expected from the discussion in x 2. When NA is too small, the
gain in attenuation is not sufficient to compensate for the larger
point-source subtraction and lower S/Ns are obtained, especially
at large separations. On the other hand, when NA is too large, the
quasi-static speckles are not subtracted as efficiently at small
separations and lower S/Ns result. Avalue ofNA ¼ 300 provides
the best overall S/N.

The parameter g has little effect on the performance (see Fig. 4),
although for angular separationsP50k /D regions more extended
radially (g ¼ 2) fare slightly better than regions more extended
azimuthally. Nevertheless, we adopt g ¼ 1 as the optimal value.

Finally, Figure 5 shows that at small separations (P60k /D), a
drk 6 leads to a lower S/N because it poorly matches the evo-
lution of #min with separation, as expected. Since a larger dr leads
to a faster execution of the algorithm, because fewer subtraction
subsections are required to cover the entire image, we use as the
optimal value a dr equal to 1.5 for separations less than 60k /D
and 15 for larger separations.

The optimal parameter values may vary slightly from those
found above for other sets of data depending on the telescope,

TABLE 1

Parameter Values Used for Optimization

Parameter Trial Values Adopted Value

N" .............................. 0.25, 0.5, 0.75, 1.0, 1.5, 2.0 0.5

NA .............................. 50, 100, 150, 300, 500 300

g................................. 0.5, 1.0, 2.0 1.0

dr ............................... 1.5, 3, 6, 9, 15, (1.5Y15)a (1.5Y15)a

a We use dr ¼ 1:5 for separations less than 60k /D and dr ¼ 15 for larger
separations.

Fig. 1.—Example of subtraction (shaded in gray) and optimization (delimited by thick lines) subsections for ADI using the procedure of x 4.1. The left and right panels
show the subtraction and optimization subsections for the 1st and 13th subtraction annuli, respectively. In the right panel, the first 12 subtraction annuli (of width dr) are
marked by thin lines; dr increases with separation in this specific example. The central circle (cross-hatched region) represents the saturated region.
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LOCI

and Optimisation subsection

data set consists in a sequence of 90 30 s images in the CH4-short
(1.58 !m, 6.5%) filter obtainedwith ALTAIR/NIRI at the Gemini
North telescope (program GN-2005A-Q-16). The f /32 focal
ratio of the camera and 8 m primary mirror diameter lead to
0.02200 pixel!1. The images are saturated inside a radius of"0.700

from the PSF center. Short unsaturated exposures were acquired
before and after the saturated sequence to calibrate photometry
and detection limits. The corrected PSF FWHM was measured
to be 3.4 pixels, or 0.07400, and the Strehl ratio was "16%. The
Cassegrain rotator was fixed during all observations. Basic image
reduction and registering was done as in Marois et al. (2006).

The same procedure was used for optimizing each of N", NA,
g, and dr. First, the unsaturated PSF image was used to introduce
artificial point sources into the images at angular separations in
the range 50Y300 pixels (27k /DY160k /D) in steps of 5 pixels
(2:75k/D). Each artificial source was smeared according to its
displacement during an integration, and its intensity was set so
that its signal-to-noise ratio (S/N) would be "10 in the final re-
sidual combination. Next, a symmetric radial profile was sub-
tracted from each image to remove the seeing halo. Then the
subtraction algorithm was run on the sequence of images with a
range of values for the parameter under consideration. Finally,
the noise and the flux of each artificial point source in an aperture
diameter of one FWHM were measured in the residual image.
This process was repeated 50 times by placing the artificial sources
at different angular positions each time. The trial values for the
optimization of each parameter are listed in Table 1. For dr either
a fixed value is used throughout the image or we use one that

varies from 1.5 to 15 in units of the PSF FWHM. The optimal
value of a parameter was determined recursively, with the values
of the other parameters set first to the medians of the values listed
in Table 1 and then to their most recently determined optimal
value except for dr set at a fixed value of 1.5. The results are
shown in Figures 2Y5.

As can be seen in Figure 2, the minimum spacing has little
impact on the recovered flux at separations k100k /D, where
"80%Y90% of the flux is recovered independently of N". How-
ever, at small separations the effect is important and significant
loss in signal occurs, particularly for the smallest minimum dis-
placements. This is because the fraction of images in the subsetK
for which the point source partially overlaps that in the target im-
age is greater for smaller separations, where linear motion of the
point source is slower. The best overall S/N is obtained with
N" ¼ 0:5, for which the loss in the recovered flux is more than
compensated by the improvement in quasi-static speckle noise
attenuation.

Figure 3 shows that the residual signal of point sources is
strongly dependent on the size of the optimization subsections,
as expected from the discussion in x 2. When NA is too small, the
gain in attenuation is not sufficient to compensate for the larger
point-source subtraction and lower S/Ns are obtained, especially
at large separations. On the other hand, when NA is too large, the
quasi-static speckles are not subtracted as efficiently at small
separations and lower S/Ns result. Avalue ofNA ¼ 300 provides
the best overall S/N.

The parameter g has little effect on the performance (see Fig. 4),
although for angular separationsP50k /D regions more extended
radially (g ¼ 2) fare slightly better than regions more extended
azimuthally. Nevertheless, we adopt g ¼ 1 as the optimal value.

Finally, Figure 5 shows that at small separations (P60k /D), a
drk 6 leads to a lower S/N because it poorly matches the evo-
lution of #min with separation, as expected. Since a larger dr leads
to a faster execution of the algorithm, because fewer subtraction
subsections are required to cover the entire image, we use as the
optimal value a dr equal to 1.5 for separations less than 60k /D
and 15 for larger separations.

The optimal parameter values may vary slightly from those
found above for other sets of data depending on the telescope,

TABLE 1

Parameter Values Used for Optimization

Parameter Trial Values Adopted Value

N" .............................. 0.25, 0.5, 0.75, 1.0, 1.5, 2.0 0.5

NA .............................. 50, 100, 150, 300, 500 300

g................................. 0.5, 1.0, 2.0 1.0

dr ............................... 1.5, 3, 6, 9, 15, (1.5Y15)a (1.5Y15)a

a We use dr ¼ 1:5 for separations less than 60k /D and dr ¼ 15 for larger
separations.

Fig. 1.—Example of subtraction (shaded in gray) and optimization (delimited by thick lines) subsections for ADI using the procedure of x 4.1. The left and right panels
show the subtraction and optimization subsections for the 1st and 13th subtraction annuli, respectively. In the right panel, the first 12 subtraction annuli (of width dr) are
marked by thin lines; dr increases with separation in this specific example. The central circle (cross-hatched region) represents the saturated region.
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(2006) is presented in x 3. In x 4, the new algorithm is applied to
ADI and its performance is presented. The possibility of using
this algorithm with other observing strategies is finally discussed
in x 5.

2. REFERENCE PSF CONSTRUCTION BY LOCALLY
OPTIMIZED COMBINATION OF IMAGES

Consider a single target image, from which speckles are to be
subtracted, and suppose that N reference PSF images are avail-
able for this purpose. The heart of the algorithm described here is
to divide the target image into subsections and to obtain, indepen-
dently for each subsection, a linear combination of the reference
imageswhose subtraction from the target image will minimize the
noise. By optimizing the weights given to the N available refer-
ence PSF images according to the residual noise obtained, this
approach produces a representation of the target PSF image that
is better than any predefined combination of the reference PSF
images. Furthermore, it is advantageous to optimize the coeffi-
cients of the linear combination for subsections of the image be-
cause the correlation between the target and the reference PSF
images generally varies with position within the target image. We
refer to the algorithm described here as ‘‘locally optimized com-
bination of images,’’ or LOCI.

The coefficients used for subtraction of the speckles within sub-
section ST of the target image are determined by a minimization
of the noise within a generally larger, so-called optimization sub-
section OT , which encompasses ST . The corresponding optimi-
zation subsections in the reference PSF images are denoted On,
n¼ 1; : : :;N .

To achieve the optimal noise attenuation everywhere in the
target image, ideally one would want to optimize the coefficients
for subsections ST that are as small as possible, ultimately con-
sisting of a single pixel. In practice, to avoid a computationally
prohibitive repetition of the algorithm, one uses subsections that
contain many pixels, within which the same linear combination
of reference images is used.

While the size of the subsection ST is limited by computation
resources, the size of OT is determined by the need to preserve
the signal from any point source sought after. From the point of
view of the algorithm described below, a point source inOT is a
residual that it tries to minimize and will partially subtract. The
amount of partial subtraction depends on the fractional area of
OT that is occupied by the point source. So even though smaller
optimization subsections lead to a better noise attenuation, they
also lead to a larger subtraction of the signal of the point sources
sought after. Thus, the size of OT must be properly determined
and the amount of partial subtraction of point sources must be
well characterized. The area A of the optimization subsection is
determined by the parameter NA through the expression

A ¼ NA!
W

2

! "2
; ð1Þ

whereW is the full width at half-maximum (FWHM) of the PSF;
NA thus corresponds to the number of ‘‘PSF cores’’ that fit in the
optimization subsection.

If the set of reference PSF images contains target images, it is
necessary to construct the optimized PSF to be subtracted from a
given subsection ST by using only the subset of these images in
which a companion point source appearing in ST would be dis-
placed by at least a distance "min or would have an intensity smaller
by at least a factor of # with respect to its position or intensity in
the image from which speckles are to be subtracted. In other

words, this subset includes all reference PSF images of index
k2K, where

K ¼ k2 1;N½ % : rk & rTj j > "min _ fk=fT < #f g; ð2Þ

where rT is any field position in the subtraction subsection of
the target image and rk the corresponding position in image k,
while fk /fT is the intensity ratio in those images of any compan-
ion sought after. If the set of reference PSF images does not
contain target images, then K ¼ f1; : : :;Ng. The parameters
"min and #, when applicable, affect both the speckle noise atten-
uation and the amount of partial subtraction of point sources,
similarly to NA. The best values to use, which depend on the
type of data being analyzed and the level of correlation between
the target and reference images, may be determined from a com-
parison of the results obtained with different values (see x 4.1).
For the remainder of this section, it is assumed that values for
NA, "min, and # have been selected by the user.

The reference PSF for the optimization subsection is then con-
structed according to

OR ¼
X

k 2K

ckOk ; ð3Þ

where the coefficients ck are to be determined by the algorithm.
They are computed by minimizing the sum of the squared re-
siduals of the subtraction of OR from OT , which is given by

$2 ¼
X

i

mi O
T
i & OR

i

# $2¼
X

i

mi

!
OT

i &
X

k

ckOk
i

"2
; ð4Þ

where i denotes a pixel in the optimization subsection andm is a
binary mask that may be used to ignore some pixels. The quan-
tity to minimize is a sum and can be biased by cosmic-ray hits or
bad pixels if they have not been properly corrected or filtered
before the algorithm is used. When bad pixels remain in the im-
age, the bias can be completely remedied by setting the mask m
to zero for these pixels. The fraction of pixels affected is gener-
ally small and their exclusion from the computation of the re-
siduals has practically no impact on the solution found. The
minimumof $2 occurswhen all its partial derivatives with respect
to the coefficients ck are equal to zero, i.e., when
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Reversing the summation order and rearranging the terms we
find
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This is a simple system of linear equations of the form Ax ¼ b
where

Ajk ¼
X

i

miO
j
i O

k
i ; xk ¼ ck ; bj ¼

X

i

miO
j
i O

T
i : ð7Þ

Solving this system gives the coefficients ck needed to con-
struct the optimized reference PSF image for the subsection ST .
By construction, assuming that all the Ok are linearly indepen-
dent, the matrix A is always invertible. Thus, the system always
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data set consists in a sequence of 90 30 s images in the CH4-short
(1.58 !m, 6.5%) filter obtainedwith ALTAIR/NIRI at the Gemini
North telescope (program GN-2005A-Q-16). The f /32 focal
ratio of the camera and 8 m primary mirror diameter lead to
0.02200 pixel!1. The images are saturated inside a radius of"0.700

from the PSF center. Short unsaturated exposures were acquired
before and after the saturated sequence to calibrate photometry
and detection limits. The corrected PSF FWHM was measured
to be 3.4 pixels, or 0.07400, and the Strehl ratio was "16%. The
Cassegrain rotator was fixed during all observations. Basic image
reduction and registering was done as in Marois et al. (2006).

The same procedure was used for optimizing each of N", NA,
g, and dr. First, the unsaturated PSF image was used to introduce
artificial point sources into the images at angular separations in
the range 50Y300 pixels (27k /DY160k /D) in steps of 5 pixels
(2:75k/D). Each artificial source was smeared according to its
displacement during an integration, and its intensity was set so
that its signal-to-noise ratio (S/N) would be "10 in the final re-
sidual combination. Next, a symmetric radial profile was sub-
tracted from each image to remove the seeing halo. Then the
subtraction algorithm was run on the sequence of images with a
range of values for the parameter under consideration. Finally,
the noise and the flux of each artificial point source in an aperture
diameter of one FWHM were measured in the residual image.
This process was repeated 50 times by placing the artificial sources
at different angular positions each time. The trial values for the
optimization of each parameter are listed in Table 1. For dr either
a fixed value is used throughout the image or we use one that

varies from 1.5 to 15 in units of the PSF FWHM. The optimal
value of a parameter was determined recursively, with the values
of the other parameters set first to the medians of the values listed
in Table 1 and then to their most recently determined optimal
value except for dr set at a fixed value of 1.5. The results are
shown in Figures 2Y5.

As can be seen in Figure 2, the minimum spacing has little
impact on the recovered flux at separations k100k /D, where
"80%Y90% of the flux is recovered independently of N". How-
ever, at small separations the effect is important and significant
loss in signal occurs, particularly for the smallest minimum dis-
placements. This is because the fraction of images in the subsetK
for which the point source partially overlaps that in the target im-
age is greater for smaller separations, where linear motion of the
point source is slower. The best overall S/N is obtained with
N" ¼ 0:5, for which the loss in the recovered flux is more than
compensated by the improvement in quasi-static speckle noise
attenuation.

Figure 3 shows that the residual signal of point sources is
strongly dependent on the size of the optimization subsections,
as expected from the discussion in x 2. When NA is too small, the
gain in attenuation is not sufficient to compensate for the larger
point-source subtraction and lower S/Ns are obtained, especially
at large separations. On the other hand, when NA is too large, the
quasi-static speckles are not subtracted as efficiently at small
separations and lower S/Ns result. Avalue ofNA ¼ 300 provides
the best overall S/N.

The parameter g has little effect on the performance (see Fig. 4),
although for angular separationsP50k /D regions more extended
radially (g ¼ 2) fare slightly better than regions more extended
azimuthally. Nevertheless, we adopt g ¼ 1 as the optimal value.

Finally, Figure 5 shows that at small separations (P60k /D), a
drk 6 leads to a lower S/N because it poorly matches the evo-
lution of #min with separation, as expected. Since a larger dr leads
to a faster execution of the algorithm, because fewer subtraction
subsections are required to cover the entire image, we use as the
optimal value a dr equal to 1.5 for separations less than 60k /D
and 15 for larger separations.

The optimal parameter values may vary slightly from those
found above for other sets of data depending on the telescope,

TABLE 1

Parameter Values Used for Optimization

Parameter Trial Values Adopted Value

N" .............................. 0.25, 0.5, 0.75, 1.0, 1.5, 2.0 0.5

NA .............................. 50, 100, 150, 300, 500 300

g................................. 0.5, 1.0, 2.0 1.0

dr ............................... 1.5, 3, 6, 9, 15, (1.5Y15)a (1.5Y15)a

a We use dr ¼ 1:5 for separations less than 60k /D and dr ¼ 15 for larger
separations.

Fig. 1.—Example of subtraction (shaded in gray) and optimization (delimited by thick lines) subsections for ADI using the procedure of x 4.1. The left and right panels
show the subtraction and optimization subsections for the 1st and 13th subtraction annuli, respectively. In the right panel, the first 12 subtraction annuli (of width dr) are
marked by thin lines; dr increases with separation in this specific example. The central circle (cross-hatched region) represents the saturated region.
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(2006) is presented in x 3. In x 4, the new algorithm is applied to
ADI and its performance is presented. The possibility of using
this algorithm with other observing strategies is finally discussed
in x 5.

2. REFERENCE PSF CONSTRUCTION BY LOCALLY
OPTIMIZED COMBINATION OF IMAGES

Consider a single target image, from which speckles are to be
subtracted, and suppose that N reference PSF images are avail-
able for this purpose. The heart of the algorithm described here is
to divide the target image into subsections and to obtain, indepen-
dently for each subsection, a linear combination of the reference
imageswhose subtraction from the target image will minimize the
noise. By optimizing the weights given to the N available refer-
ence PSF images according to the residual noise obtained, this
approach produces a representation of the target PSF image that
is better than any predefined combination of the reference PSF
images. Furthermore, it is advantageous to optimize the coeffi-
cients of the linear combination for subsections of the image be-
cause the correlation between the target and the reference PSF
images generally varies with position within the target image. We
refer to the algorithm described here as ‘‘locally optimized com-
bination of images,’’ or LOCI.

The coefficients used for subtraction of the speckles within sub-
section ST of the target image are determined by a minimization
of the noise within a generally larger, so-called optimization sub-
section OT , which encompasses ST . The corresponding optimi-
zation subsections in the reference PSF images are denoted On,
n¼ 1; : : :;N .

To achieve the optimal noise attenuation everywhere in the
target image, ideally one would want to optimize the coefficients
for subsections ST that are as small as possible, ultimately con-
sisting of a single pixel. In practice, to avoid a computationally
prohibitive repetition of the algorithm, one uses subsections that
contain many pixels, within which the same linear combination
of reference images is used.

While the size of the subsection ST is limited by computation
resources, the size of OT is determined by the need to preserve
the signal from any point source sought after. From the point of
view of the algorithm described below, a point source inOT is a
residual that it tries to minimize and will partially subtract. The
amount of partial subtraction depends on the fractional area of
OT that is occupied by the point source. So even though smaller
optimization subsections lead to a better noise attenuation, they
also lead to a larger subtraction of the signal of the point sources
sought after. Thus, the size of OT must be properly determined
and the amount of partial subtraction of point sources must be
well characterized. The area A of the optimization subsection is
determined by the parameter NA through the expression

A ¼ NA!
W

2

! "2
; ð1Þ

whereW is the full width at half-maximum (FWHM) of the PSF;
NA thus corresponds to the number of ‘‘PSF cores’’ that fit in the
optimization subsection.

If the set of reference PSF images contains target images, it is
necessary to construct the optimized PSF to be subtracted from a
given subsection ST by using only the subset of these images in
which a companion point source appearing in ST would be dis-
placed by at least a distance "min or would have an intensity smaller
by at least a factor of # with respect to its position or intensity in
the image from which speckles are to be subtracted. In other

words, this subset includes all reference PSF images of index
k2K, where

K ¼ k2 1;N½ % : rk & rTj j > "min _ fk=fT < #f g; ð2Þ

where rT is any field position in the subtraction subsection of
the target image and rk the corresponding position in image k,
while fk /fT is the intensity ratio in those images of any compan-
ion sought after. If the set of reference PSF images does not
contain target images, then K ¼ f1; : : :;Ng. The parameters
"min and #, when applicable, affect both the speckle noise atten-
uation and the amount of partial subtraction of point sources,
similarly to NA. The best values to use, which depend on the
type of data being analyzed and the level of correlation between
the target and reference images, may be determined from a com-
parison of the results obtained with different values (see x 4.1).
For the remainder of this section, it is assumed that values for
NA, "min, and # have been selected by the user.

The reference PSF for the optimization subsection is then con-
structed according to

OR ¼
X

k 2K

ckOk ; ð3Þ

where the coefficients ck are to be determined by the algorithm.
They are computed by minimizing the sum of the squared re-
siduals of the subtraction of OR from OT , which is given by

$2 ¼
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where i denotes a pixel in the optimization subsection andm is a
binary mask that may be used to ignore some pixels. The quan-
tity to minimize is a sum and can be biased by cosmic-ray hits or
bad pixels if they have not been properly corrected or filtered
before the algorithm is used. When bad pixels remain in the im-
age, the bias can be completely remedied by setting the mask m
to zero for these pixels. The fraction of pixels affected is gener-
ally small and their exclusion from the computation of the re-
siduals has practically no impact on the solution found. The
minimumof $2 occurswhen all its partial derivatives with respect
to the coefficients ck are equal to zero, i.e., when
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Reversing the summation order and rearranging the terms we
find
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This is a simple system of linear equations of the form Ax ¼ b
where

Ajk ¼
X
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Solving this system gives the coefficients ck needed to con-
struct the optimized reference PSF image for the subsection ST .
By construction, assuming that all the Ok are linearly indepen-
dent, the matrix A is always invertible. Thus, the system always
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data set consists in a sequence of 90 30 s images in the CH4-short
(1.58 !m, 6.5%) filter obtainedwith ALTAIR/NIRI at the Gemini
North telescope (program GN-2005A-Q-16). The f /32 focal
ratio of the camera and 8 m primary mirror diameter lead to
0.02200 pixel!1. The images are saturated inside a radius of"0.700

from the PSF center. Short unsaturated exposures were acquired
before and after the saturated sequence to calibrate photometry
and detection limits. The corrected PSF FWHM was measured
to be 3.4 pixels, or 0.07400, and the Strehl ratio was "16%. The
Cassegrain rotator was fixed during all observations. Basic image
reduction and registering was done as in Marois et al. (2006).

The same procedure was used for optimizing each of N", NA,
g, and dr. First, the unsaturated PSF image was used to introduce
artificial point sources into the images at angular separations in
the range 50Y300 pixels (27k /DY160k /D) in steps of 5 pixels
(2:75k/D). Each artificial source was smeared according to its
displacement during an integration, and its intensity was set so
that its signal-to-noise ratio (S/N) would be "10 in the final re-
sidual combination. Next, a symmetric radial profile was sub-
tracted from each image to remove the seeing halo. Then the
subtraction algorithm was run on the sequence of images with a
range of values for the parameter under consideration. Finally,
the noise and the flux of each artificial point source in an aperture
diameter of one FWHM were measured in the residual image.
This process was repeated 50 times by placing the artificial sources
at different angular positions each time. The trial values for the
optimization of each parameter are listed in Table 1. For dr either
a fixed value is used throughout the image or we use one that

varies from 1.5 to 15 in units of the PSF FWHM. The optimal
value of a parameter was determined recursively, with the values
of the other parameters set first to the medians of the values listed
in Table 1 and then to their most recently determined optimal
value except for dr set at a fixed value of 1.5. The results are
shown in Figures 2Y5.

As can be seen in Figure 2, the minimum spacing has little
impact on the recovered flux at separations k100k /D, where
"80%Y90% of the flux is recovered independently of N". How-
ever, at small separations the effect is important and significant
loss in signal occurs, particularly for the smallest minimum dis-
placements. This is because the fraction of images in the subsetK
for which the point source partially overlaps that in the target im-
age is greater for smaller separations, where linear motion of the
point source is slower. The best overall S/N is obtained with
N" ¼ 0:5, for which the loss in the recovered flux is more than
compensated by the improvement in quasi-static speckle noise
attenuation.

Figure 3 shows that the residual signal of point sources is
strongly dependent on the size of the optimization subsections,
as expected from the discussion in x 2. When NA is too small, the
gain in attenuation is not sufficient to compensate for the larger
point-source subtraction and lower S/Ns are obtained, especially
at large separations. On the other hand, when NA is too large, the
quasi-static speckles are not subtracted as efficiently at small
separations and lower S/Ns result. Avalue ofNA ¼ 300 provides
the best overall S/N.

The parameter g has little effect on the performance (see Fig. 4),
although for angular separationsP50k /D regions more extended
radially (g ¼ 2) fare slightly better than regions more extended
azimuthally. Nevertheless, we adopt g ¼ 1 as the optimal value.

Finally, Figure 5 shows that at small separations (P60k /D), a
drk 6 leads to a lower S/N because it poorly matches the evo-
lution of #min with separation, as expected. Since a larger dr leads
to a faster execution of the algorithm, because fewer subtraction
subsections are required to cover the entire image, we use as the
optimal value a dr equal to 1.5 for separations less than 60k /D
and 15 for larger separations.

The optimal parameter values may vary slightly from those
found above for other sets of data depending on the telescope,

TABLE 1

Parameter Values Used for Optimization

Parameter Trial Values Adopted Value

N" .............................. 0.25, 0.5, 0.75, 1.0, 1.5, 2.0 0.5

NA .............................. 50, 100, 150, 300, 500 300

g................................. 0.5, 1.0, 2.0 1.0

dr ............................... 1.5, 3, 6, 9, 15, (1.5Y15)a (1.5Y15)a

a We use dr ¼ 1:5 for separations less than 60k /D and dr ¼ 15 for larger
separations.

Fig. 1.—Example of subtraction (shaded in gray) and optimization (delimited by thick lines) subsections for ADI using the procedure of x 4.1. The left and right panels
show the subtraction and optimization subsections for the 1st and 13th subtraction annuli, respectively. In the right panel, the first 12 subtraction annuli (of width dr) are
marked by thin lines; dr increases with separation in this specific example. The central circle (cross-hatched region) represents the saturated region.
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Self-subtraction

Fig. 3.—Average normalized residual intensity (top) and S/N (bottom) as a function of angular separation for different values of NA. The solid, dotted, dashed, dot-
dashed, and double-dotYdashed curves are for NA ¼ 50, 100, 150, 300, and 500, respectively.

Fig. 2.—Average residual intensity of the artificial point sources normalized to their initial intensity (top) and their S/N (bottom) as a function of angular separation, for
different values of N!. The solid, dotted, dashed, dot-dashed, double-dotYdashed, and long-dashed curves are for N! ¼ 0:25, 0.5, 0.75, 1.0, 1.5, and 2.0, respectively.
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LOCI gain over ADI

LOCI outperforms ADI

noise attenuation and the detection limits have been properly cor-
rected for the partial loss of signal of point sources as measured
from the residual signal of artificial sources.

Comparison of the two algorithms were made using a few dif-
ferent observation sequences, and similar results were obtained
every time.

5. CONCLUSION

An algorithm to construct an optimized reference PSF image
used to subtract the speckle noise and improve the sensitivity to
faint companion detection was developed and tested. For a given
target image limited by speckle noise, the algorithm linearly com-
bines many reference PSF images such that the subtraction of this
combination from the target image minimizes the speckle noise.
Optimization of the coefficients of the linear combination is done
for multiple subsections of the image independently, and the pro-
cedure ensures that the minimum residual noise is reached within
each subsection. The application of the algorithm toADI yielded a
factor of up to 3 improvement at small separations over the al-
gorithm used in Marois et al. (2006).

The algorithm presented in x 2 is general and can be used with
most high-contrast imaging observations aimed at finding point
sources. In particular, it can be used with a sequence of images of
the target itself obtained at different FOVorientations (ADI, roll
subtraction for HST [Schneider & Silverstone 2003], ground-
based observations with discrete instrument rotations, etc.), with
images of the same target at different wavelengths (simultaneous
spectral differential imaging [SSDI; Racine et al. 1999;Marois et al.
2000] or nonsimultaneous spectral differential imaging [NSDI]
with, for example, a tunable filter), or with images of reference
stars acquired with the same instrument in a similar configuration.

The latter could be particularly interesting for HST for which the
PSF is more stable than at any ground-based telescope and for
which suitable observations of reference stars may be readily re-
trieved from the archive. This should also be the case for the James
Webb Space Telescope (JWST ), whose temperature is expected to
be much more stable as a result of its more stable environment.
Future ground-based instrumentation designed specifically for
finding exoplanets will have a small FOV, rendering SSDI ineffi-
cient to detect planets whose spectrum has no steep feature and
ADI inefficient because of the very long time baseline required for
sufficient rotation. For such cases, discrete instrument rotations
may be critical and the algorithm developed here could be used
directly. The Fine Guidance Sensor on board JWST (Rowlands
et al. 2004a), which will include a tunable filter imager (Rowlands
et al. 2004b) and coronagraph (Doyon et al. 2004), is a very in-
teresting prospect for NSDI. Again, the algorithm developed here
could be applied directly to this case.
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Fig. 11.—Point-source detection limit. The dashed and solid lines are for the algorithm of Marois et al. (2006) and the LOCI algorithm, respectively. The detection
limits have been corrected for the partial subtraction of point sources, for the anisoplanatism observedwith ALTAIR, and for the slight smearing of point sources during an
exposure due to FOV rotation.
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Statistical distribution of LOCI 
pixels is closer to Gaussian

Raw image

The subtraction algorithms were then applied to the original
sequence of images, i.e., without artificial sources, to compare the
quasi-static speckle noise attenuation they provide and the de-
tection limits they achieve. The quasi-static speckle noise atten-
uation is shown in Figure 9; a single subtraction using the LOCI
algorithm provides an attenuation of !10Y12 at separations of
100Y300. The formulation of a simple and universal criterion for
speckle-limited point-source detection is usually complicated be-
cause the distribution of speckle noise is non-Gaussian (Schneider
& Silverstone 2003; Aime & Soummer 2004; Marois 2004;

Fitzgerald & Graham 2006); it possesses an important tail at
the higher end. However, ADI leads to residuals whose distri-
bution closely resembles a Gaussian; this is studied in more de-
tail elsewhere (C. Marois et al. 2007, in preparation). This was
indeed verified for the data presented here (see Fig. 10); a few
events above a Gaussian distribution are seen only at the small-
est angular separations. A 5 ! threshold is thus adequate for
estimating detection limits. The final 5 ! detection limits in dif-
ference of magnitudes reach 13.9, 16.1, and 16.9 at angular sep-
arations of 100, 200, and 300, respectively (see Fig. 11). The speckle

Fig. 9.—Noise attenuation resulting from the entire ADI process (top) and a single reference image subtraction (bottom). The noise attenuation is defined as the ratio of
the noise in the target image over that in the residual image; the noise is computed as the standard deviation of the pixel values inside an annulus of width!1 PSF FWHM.
The dashed and solid lines are for the algorithm of Marois et al. (2006) and the LOCI algorithm, respectively. The attenuations have been corrected for the partial
subtraction of point sources. Before computation of the initial noise level, a 7 ; 7 PSF FWHM median filter was subtracted from the images to remove the low spatial
frequency structures that do not prevent point-source detection.

Fig. 10.—Statistical distributions of the pixel values of one original S/N image after subtraction of a radial profile (dotted line) and of the final S/N residual image (solid
line) obtained with the LOCI algorithm. From left to right, the three panels are for angular separations of 25k/D, 50k/D, and 150k/D, respectively. Both images have been
convolved by a circular aperture of diameter equal toW, and annuli of area equal to 5000"(W /2)2 were used to obtain the distributions at each separation. The continuous
solid curve shows a Gaussian distribution of unit standard deviation.
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Approximating the Science PSF

I1 I2 In�1 In... ...
⇥ ⇥ ⇥ ⇥
a1 a2 an�1 an

LOCI + ADI
(Lafreniere et al. 2007)
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Figure 1. The top panel shows an example of a PSF as observed

in an individual frame. On the image we show the three positions

of the planets that we used to test our performance. We will refer

to these positions as P1(shown by the green circle symbol), P2

(red diamond) and P3 (turquoise/blue square). The symbols show

the starting positions of each of the planets and the arcs show the

track of each planet during the ADI observing sequence. Note that

in our simulations only one planet is used at a given time. The

lower panel shows an example of one of the planets that we added

to our simulated images. This planet is the brightest example (�

NB4.05 = 8 mag). For the faintest example, we used (� NB4.05

= 11 mag), i.e., ⇠16 times fainter. The unit of the x and y axes

in the images is pixels, while the flux levels are given in detector

counts.

of the respective telescope-instrument combination altered
by atmospheric e↵ects (for ground-based observations). This
PSF can be modeled in a number of ways, and one e↵ective
approach is to decompose it into a set of basis functions
so that the star image can be described through a linear
combination such that

I(~x) =
X

ai�i(~x), (1)

where I(~x) is the image of the PSF, �(~x) is a given basis
and ai is the coe�cient for each basis function. Often it is
convenient to work with orthonormal basis functions, such

that
Z

�i(~x)�j(~x) d~x = �ij , (2)

where �ij is the Kronecker delta. This is because it is compu-
tationally convenient to use such orthogonal basis functions,
since it is easy to calculate the coe�cients, ai, for a given
image I(~x), using

ai =

Z
I(~x)�i(~x) d~x. (3)

While in this work we have focused on orthogonal complete
basis sets, it should be noted that it is also possible to use
over-complete basis sets, where the basis functions are not
strictly orthogonal to each other.

There are a number of popular basis set functions that
have been widely used and studied. As an illustration, two
such examples of basis set functions are: (i) Fourier - decom-
position into sine and cosine functions; and (ii) Shaplets - a
decomposition into Gaussian weighted Hermite polynomials
(for example see Refregier 2003). Another approach, which is
the one that we have adopted, is to empirically create a basis
set from the data. Typically, this type of empirical approach
leads to basis functions that are more e�cient at expressing
the underlying function than generic basis sets. Here, the
e�ciency typically refers to a measure of the number of co-
e�cients that would be needed so that residuals between a
model and the original images are lower than a given thresh-
old. E�cient basis functions will require a smaller number of
coe�cients than non-e�cient ones. Since many of the basis
sets that we would consider using are complete (or over-
complete), meaning that they can be used to describe any
function when an infinite series is used, we might think that
we are free to use any of them. However, since in practice
we have to contend with noise, which e↵ectively truncates
the series, the choice of basis sets becomes important (for
an example of the impact of basis set choice, see Kitching &
Amara 2009). In this case, it is better to use e�cient basis
functions.

In weak gravitational lensing, the impact and impor-
tance of basis sets in modeling the PSF pattern on an image
have been widely studied, due to the fact that a critical
step in the weak lensing measurement process is to mea-
sure and correct for the PSF at the positions of galaxies
(for top-level overview of these processes, see Bridle et al.
2009; Amara 2011). In particular, Jee et al. (2007) have com-
pared shapelet, wavelet and PCA methods and shown that
for their application the empirical PCA method gave the
best results. Though di↵erent in detail, since in weak lens-
ing we work with a spatially varying PSF while in exoplanet
direct imaging the PSF varies primarily in time for ground-
based AO-assisted instruments, the key aspects of the two
problems share many similarities. For this reason, we have
focused our initial studies, which we present here, on PCA
basis functions.

3.1.2 PCA Basis Sets

A brief discussion of the basic principles of PCA methods
is given by Jee et al. (2007). In this section, we give a short
summary of the key calculations and outline some of the
key issues that need to be considered. We calculated the
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Instead of small wedges, the whole stack of images is taken and 
a Principal Component Analysis (PCA) is performed on it.

Any science image can be thought of as a
linear combination of an orthogonal basis set

formed from all the science images.



Singular Value Decomposition (SVD)

Take stack of input images, and subtract off the mean from
all of them, then form a 2-D array S where each row i

is the unravelled version of image i.

4 A. Amara & S. P. Quanz

principle components of our images using singular value de-
composition (SVD, see Press et al. 2007). To do this, we
constructed a two dimensional array S, where each row i of
the array is a vectorised version of image i of the stack. This
means that S has dimensions M⇥N, where N is the number
of pixels in an image and M is the number of images in a
stack. We calculate the SVD such that

S = UWVT, (4)

where W is a diagonal matrix with positive (or zero) ele-
ments. In this decomposition, V is a matrix containing the
PCA elements that form an orthogonal basis set (U and V
are column-orthogonal matricies).

After running a series of tests, we were able to optimise
our PCA decomposition approach by using a careful treat-
ment of the data before applying the decomposition shown
in equation 4. Three important steps, which can be seen in
the top panels of Figure 2, are:

(i) Subpixel Sampling. We have a large number of PSF
realisations, with each one expected to have small o↵sets
between the PSF centre (position of the star) and the pixel
grid set by the detectors. This then allows us to reconstruct
features over the stack at a resolution that is greater than
that of any individual image. For instance, in the example
shown in Figure 2 we have doubled the resolution of the
original images to 118 ⇥ 118 pixels as compared with the
input images (shown in Figure 1) with a resolution of 59⇥59.

(ii) Central Mask. We know that the central region dom-
inates the flux of the image, and in our HD115892 dataset
the core is even saturated (Quanz et al. 2011) and contains
little useful information. We find that our analysis methods
work best when this central region is masked. This is shown
in the top left panel of Figure 2.

(iii) Mean Subtraction. When constructing the PCA basis
functions, we have the option of subtracting the mean image,
which is generated from the entire stack, from each of the
individual images before the decomposition. This should be
a subtle e↵ect, since if the stack has a mean image then this
would likely be (or dominate) the first principle component.
Hence, we could expect the step of removing the mean to
have little e↵ect. However, since the PCA basis functions are
forced to be orthogonal to each other, including the mean as
one of the PCAs forces the higher PCA functions to be or-
thogonal to it. By first subtracting the mean, this condition
is removed and we find that the resulting PCA functions
work better. An example of a single mean subtracted image
is shown in one of the upper panels of Figure 2.

The bottom panels of Figure 2 show a subsample of the
PCA functions for the example we have used in this study.
Specifically, we show the PCA functions 1, 2, 4 and 8. In
the upper center-right panel we show the reconstruction of
a single mean-subtracted image using 100 PCA coe�cients.
In the top right panel, we show the residuals between the
data and the model.

3.1.3 Further Considerations

One important consideration in empirically building the ba-
sis set is to decide which data to use. For instance, if we
use the same data to construct the PCAs as what we will
use to detect the planets, then there is a danger that the

PCA will incorporate the planet and so will tend to remove
it from the analysis. There are a number of ways that we
could consider to overcome such a problem. For instance, the
data could be divided into a training sub-set and an analysis
sample. Alternatively, we could try to build a generic basis
set for a particular instrument using, for instance, archive
data of di↵erent stars. Since the training set would be in-
dependent of the data used to make the measurements, we
reduce biases coming from the modeling. The disadvantage
is that these PCA functions are likely be less e�cient.

A further consideration is that the matrix operations
in equation 4 can be computer memory intensive when the
matrix S becomes large. Ultimately, this will likely lead to
a trade-o↵ between the number of images in a stack and
the sub-pixel resolution we wish to recover. These optimisa-
tions still require further refinement, but our finding in the
work presented here suggests that using the same stack to
construct the PCA as is used in the data analysis does not
present a serious problem. We believe this is because 1) the
planets are substantially fainter than the star, and 2) the
planets “rotate” around the star in our ADI observations.

3.2 Fitting the PSF

For each image in our stack we are able to calculate the PCA
coe�cients using equation 3. When using the whole image,
the only variable that needs to be specified by the user is
the number of PCA coe�cients that should be used in the
fit. For the case that we are studying here, we find that very
good results are achieved for roughly 100 PCA coe�cients
per fit. Beyond this we find that the improvements in the
residuals are marginal. This process is the simplest fitting
procedure that we could implement. Nonetheless, we have
also incorporated a fitting scheme that allows the user to
specify a mask. The reason to do this is that in some cases,
for instance when we want to measure the flux of the planet,
it is useful to mask out the planet location and only use the
data in the rest of the image to fit a PSF model. This then
limits the extent to which the planet itself is included in
the fitting and avoids overcorrection and reduces possible
biases in flux measurement. The disadvantage is that the fit
inside the masked region, by necessity, will not be as good.
Therefore, random error will increase. Another complicating
factor is that once a mask is introduced, the resulting basis
functions (multiplied by the mask) are no longer orthogonal.
This means that we can no longer find the linear coe�cients
using equation 3. However, since the masks that we typically
introduce tend to be small, equation 3 still gives a good first
approximation to the best-fit coe�cients. After this, we then
refine the coe�cients, using a minimisation algorithm, to
minimise the residuals,

R =
X

(I � Im)2 ⇥M, (5)

where Im is the model PSF images for that frame, M is
the mask image that blocks out the planet position and the
sum is performed over all pixels in the image. This methods
works because many of the features that a PSF has within
the masked region are correlated to its properties in the
unmasked regions. Given a good model for a PSF and a good
fit in the unmasked region, we should be able to perform a
reasonable reconstruction of the PSF where the mask sits.
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SVD example
Input is a set of images of faces:

http://www.eos.ubc.ca/research/cdsst/Tad_home/eigenfaces.html

http://www.eos.ubc.ca/research/cdsst/Tad_home/eigenfaces.html


Produce orthogonal eigenmodes
After SVD, output looks like this:

http://www.eos.ubc.ca/research/cdsst/Tad_home/eigenfaces.html

http://www.eos.ubc.ca/research/cdsst/Tad_home/eigenfaces.html


eigenfaces!
Can now use the eigenfaces and linearly fit them to
any of the original data using just a few coefficients

http://www.eos.ubc.ca/research/cdsst/Tad_home/eigenfaces.html

http://www.eos.ubc.ca/research/cdsst/Tad_home/eigenfaces.html


PynPoint / KLIP
Amara and Quanz 2012 / Soummer et al. 2012

PynPoint 3

Figure 1. The top panel shows an example of a PSF as observed

in an individual frame. On the image we show the three positions

of the planets that we used to test our performance. We will refer

to these positions as P1(shown by the green circle symbol), P2

(red diamond) and P3 (turquoise/blue square). The symbols show

the starting positions of each of the planets and the arcs show the

track of each planet during the ADI observing sequence. Note that

in our simulations only one planet is used at a given time. The

lower panel shows an example of one of the planets that we added

to our simulated images. This planet is the brightest example (�

NB4.05 = 8 mag). For the faintest example, we used (� NB4.05

= 11 mag), i.e., ⇠16 times fainter. The unit of the x and y axes

in the images is pixels, while the flux levels are given in detector

counts.

of the respective telescope-instrument combination altered
by atmospheric e↵ects (for ground-based observations). This
PSF can be modeled in a number of ways, and one e↵ective
approach is to decompose it into a set of basis functions
so that the star image can be described through a linear
combination such that

I(~x) =
X

ai�i(~x), (1)

where I(~x) is the image of the PSF, �(~x) is a given basis
and ai is the coe�cient for each basis function. Often it is
convenient to work with orthonormal basis functions, such

that
Z

�i(~x)�j(~x) d~x = �ij , (2)

where �ij is the Kronecker delta. This is because it is compu-
tationally convenient to use such orthogonal basis functions,
since it is easy to calculate the coe�cients, ai, for a given
image I(~x), using

ai =

Z
I(~x)�i(~x) d~x. (3)

While in this work we have focused on orthogonal complete
basis sets, it should be noted that it is also possible to use
over-complete basis sets, where the basis functions are not
strictly orthogonal to each other.

There are a number of popular basis set functions that
have been widely used and studied. As an illustration, two
such examples of basis set functions are: (i) Fourier - decom-
position into sine and cosine functions; and (ii) Shaplets - a
decomposition into Gaussian weighted Hermite polynomials
(for example see Refregier 2003). Another approach, which is
the one that we have adopted, is to empirically create a basis
set from the data. Typically, this type of empirical approach
leads to basis functions that are more e�cient at expressing
the underlying function than generic basis sets. Here, the
e�ciency typically refers to a measure of the number of co-
e�cients that would be needed so that residuals between a
model and the original images are lower than a given thresh-
old. E�cient basis functions will require a smaller number of
coe�cients than non-e�cient ones. Since many of the basis
sets that we would consider using are complete (or over-
complete), meaning that they can be used to describe any
function when an infinite series is used, we might think that
we are free to use any of them. However, since in practice
we have to contend with noise, which e↵ectively truncates
the series, the choice of basis sets becomes important (for
an example of the impact of basis set choice, see Kitching &
Amara 2009). In this case, it is better to use e�cient basis
functions.

In weak gravitational lensing, the impact and impor-
tance of basis sets in modeling the PSF pattern on an image
have been widely studied, due to the fact that a critical
step in the weak lensing measurement process is to mea-
sure and correct for the PSF at the positions of galaxies
(for top-level overview of these processes, see Bridle et al.
2009; Amara 2011). In particular, Jee et al. (2007) have com-
pared shapelet, wavelet and PCA methods and shown that
for their application the empirical PCA method gave the
best results. Though di↵erent in detail, since in weak lens-
ing we work with a spatially varying PSF while in exoplanet
direct imaging the PSF varies primarily in time for ground-
based AO-assisted instruments, the key aspects of the two
problems share many similarities. For this reason, we have
focused our initial studies, which we present here, on PCA
basis functions.

3.1.2 PCA Basis Sets

A brief discussion of the basic principles of PCA methods
is given by Jee et al. (2007). In this section, we give a short
summary of the key calculations and outline some of the
key issues that need to be considered. We calculated the
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Now linearly fit each image with just a few of the lowest PCA 
components (typically 2 to 10)
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Figure 2. The top panels show an example of our PSF fitting approach. From left to right, we show: (i) a masked version of a single

image PSF where the centre and the corners of the image have been removed; (ii) the same PSF with the average over the stack removed;

(iii) the reconstruction with 100 PCA coe�cients; and (iv) the residuals between the mean subtracted PSF in the first panel and our

reconstruction. In the bottom panels, we show four examples of our PCAs.

This method of refining the linear coe�cients can be further
optimised by minimising the weighted residuals, Rw, given
by

Rw =
X

(I � Im)2 ⇥M ⇥W, (6)

where W is a weighting functions. In the work presented
here, we used a Gaussian weighting function centered on
the planet positions. This forces the coe�cients to those
that give a model that is in good agreement with the data
in the region close to the mask (and planet) position. These
features tend to be more strongly correlated with the fea-
tures inside the mask, thus giving slightly better fits. The
specific optimal weighting scheme is likely to depend on the
details arising from, for example, the particular instrument
and telescope being used.

3.3 PSF Correction and Averaging Over Stack

For each image in the stack, we want to remove the flux
from the star and to leave the image of the planet. The star
light can be well modeled as a convolution between a delta
function and the PSF of the observations for that frame.
Since the intrinsic image is simple, removing the star light in
the convolved image corresponds to a simple subtraction of a
PSF model from the image. This should then leave an image
of the planet convolved with the PSF. Since the model that
we fit does not perfectly reproduce a given PSF, the planet
image will still be subdominant to the noise in the residuals.
We still need to average over the stack of images to boost
the signal-to-noise of the planet. To do this, we derotate the

images in the stack to the same on-sky orientation based
on the changes in the parallactic angle of each frame. We
then average over the stack. As well as the mean flux at
each point, we also compute the variance, which gives us a
measure of the noise in the temporal direction at each point
in the averaged image.

Our final average image should then give us a good rep-
resentation of the planet convolved with a PSF that is ef-
fectively an average PSF over all the data. On top of this,
there remains considerable small-scale spatial noise that can
be seen as pixel-to-pixel variations. To deal with this and to
boost the detectability of the planet, we suggest two ap-
proaches to smoothing out these small-scale features. The
first is to deconvolve the image with a crude estimate of the
average PSF. This will have the e↵ect of pulling all the flux
of the planet into one pixel. The other approach, which we
have adopted in the current work due to its simplicity, is to
use a matched filtering scheme. In this approach, the image
is convolved with an estimate of the PSF, and the value of
the convolved image at the planet position is then a measure
of the total flux of the planet.

4 PLANET DETECTION

We have investigated the e�ciency of planet detection for
the data presented in section 2. We do this by creating a
suit of simulations with planets of varying brightness at the
three positions shown in Figure 1. We refer to these positions
as P1, P2 and P3, and they have star planet separations
of 0.5200, 0.2900 and 0.5200, respectively. It is worth noting
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